A Generic Virtual Content Insertion System Based on Visual Attention Analysis
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ABSTRACT
This paper presents a generic Virtual Content Insertion (VCI) system based on visual attention analysis. VCI is an emerging application of video analysis and has been used in video augmentation and advertisement insertion. There are three critical issues for a VCI system: when (time), where (place) and how (method) to insert the Virtual Content (VC) into the video. Our system selects the insertion time and place by performing temporal and spatial attention analysis, which predicts the attention change along time and the attended region over space. In order to enable the inserted VC to be noticed by audience while not to interrupt the audience’s viewing experience to the original content, the VC should be inserted at the time when the video content attracts much audience attention and at the place where attracts less. Dynamic insertion is performed by using Global Motion Estimation (GME) and affine transformation. Our VCI system is able to obtain an optimal balance between the notice of the VC by audience and disruption of viewing experience to the original content. Extensive subjective evaluations based on user study on the VCI result have verified the effectiveness of the system.

Categories and Subject Descriptors
I.4.9 [IMAGE PROCESSING AND COMPUTER VISION]: Applications; I.2.10 [ARTIFICIAL INTELLIGENCE]: Vision and Scene Understanding –Perceptual reasoning

General Terms
Algorithms, Experimentation
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Virtual content insertion, Visual attention

1. INTRODUCTION
With the development of digital media and communication, there is an explosive growth in the amount of multimedia information in our daily lives. This trend necessitates the development of content-based video analysis, indexing and retrieval technologies, and triggers new applications such as Virtual Content Insertion (VCI). VCI is an emerging application of video analysis and has been used in video augmentation [1] and advertisement insertion [2-7]. Video augmentation improves the audience’s viewing experience to the original content. Advertisement insertion provides much more advertising opportunity to the advertisers. Examples of VCI in broadcast video can be seen in Figure 1, in which the virtual contents are inserted into the video by editors. However, this is a time costing and labor intensive job for the huge amount of video data. To tackle this problem, automatic VCI approaches and systems have been studied in the past years. The existing work mainly focuses on sports video advertisement insertion for its large amount of audience and huge commercial profit [2-6]. Another reason is that there is plenty of domain knowledge available which can be used in VCI to determine the insertion time [2] and place [3, 8], and to calibrate the camera [1, 5, 6]. However, the existing work lacks generality and is difficult to be extended to other video types. This motivates us to construct a generic VCI system which can be applied to various video types.

Figure 1. Examples of VCI. (a) A frame from soccer video; (b) A frame from a badminton game.

The general task of VCI is to make the inserted content more probable to be noticed by the audience and meanwhile not to interrupt the audience’s viewing experience to the original content. To balance the two issues, the Virtual Content (VC) should be inserted at the time when the video attracts more audience attention [2] and at the region where attracts less [2, 4, 8]. Attention analysis, a hot research topic in recent years, can be used in this scenario. By performing attention analysis, Higher Attentive Shot (HAS) is detected as the insertion time and Lower Attention Region (LAR) is detected as the insertion place. Existing work about attention analysis is mainly for spatial attention. However temporal attention has rarely been researched. In this paper we propose a set of new methods to analyze visual attention, including both spatial and temporal attention.

Besides time and place, insertion method is also important for VCI system and may affect insertion result. Virtual content can be
inserted into videos statically or dynamically. In static insertion VC flows over the original content (Figure 1 (a)). Dynamic insertion is less intrusive for fusing of the VC into the scene (Figure 1 (b)). To perform dynamic insertion in general video, a new method is proposed by using affine rectification and Global Motion Estimation (GME). This method needs only two pair of parallel lines, which are relatively easy to be obtained in most videos.

The novelty and contributions of our work can be summarized in the following aspects. 1) A generic virtual content insertion system is presented based on visual attention analysis for the first time. This system needs little domain knowledge and can be applied to general video. 2) HAS is detected as insertion time by using a new method of temporal attention analysis, which considers temporal context in analyzing the attention attracted by each frame/shot. 3) By using mosaic warping, we extend our previous work of LAR detection [8] to choose the appropriate place for dynamic insertion. Moreover, we propose a novel method for spatial attention analysis, which considers both saliency and novelty. Saliency is calculated by integrating contrast and information theory. Novelty is calculated as the distance between the prior and posterior data distribution. 4) Using affine transformation and GME, a novel method is proposed to perform dynamic insertion in general video.

The rest of the paper is organized as follows. In section 2, we review the related work on VCI and computational attention model. In section 3, the overview of the proposed system is illustrated. We present in section 4 the way to choose the insertion time, including the proposed temporal attention analysis method and HAS detection. The proposed spatial attention method and LAR detection are presented to choose the place for VCI in section 5. In section 6, the proposed dynamic insertion method is described. In section 7, experimental results on various video types are reported. We will conclude the paper with our future work in section 8.

2. RELATED WORK

2.1 Related Work on VCI
An important application of VCI is advertisement insertion with several approaches. A direct method is to insert an advertisement segment into the video streams [7]. The time of insertion is chosen as the point where the content discontinuity is high and attractiveness is low to avoid interrupting the audience’s viewing experience. However, this method prolongs the original video by adding extra content to the video stream. At the same time, inserting ads at low attractive point may result in negligence of the ads. Another choice is to insert the VC into each frame, which is a more challenging task for the choosing of insertion time, place and insertion method.

For time choosing, an important factor to consider is to make the VC noticeable to the audience. Therefore the VC is usually inserted into video highlights as they may attract more viewer attention [2]. Besides highlights, the consecutive frames with little camera motion can also be selected as candidates to hold the VC for a period of time [4]. Highlight extraction usually needs domain knowledge while the frames with little camera motion cannot ensure the frames to be attended. In this paper, temporal attention is performed to extract the shots which attract more audience attention as the candidates for virtual content insertion.

The insertion place can be detected by using domain knowledge. For example, static region, goalmouth, central circle and boundary line of soccer video were detected to identify suitable locations for VCI [3]. More generic approaches include Visual Relevance Measure (VRM) [2] and Lower Informative Region (LIR) [4]. Both approaches do not need any domain knowledge and can be used in all types of videos. However, in these approaches only information theory is considered. Visual attention, an important mechanism of human visual system, is neglected. To detect the place for VCI, a notation of Lower Attentive Region (LAR) is proposed and defined, from the cognition point of view, as a region of the video frame which attracts less audience’s attention [8]. LAR is detected by using visual attention analysis. In this paper, we adopt the detection method in our previous work [8] and improve it with mosaic warping to detect LAR for dynamic insertion.

As presented in section 1, the VC can be inserted into the video statically or dynamically. Static insertion is relatively simple, while dynamic insertion needs VC adaptation to fuse the VC into the scene. VC adaptation can be done using predetermined landmarks [9]. Or, if the model of the scene is available, it can be used to estimate camera parameters [1] and to distort the inserted VC [5, 6, 10]. However, the above methods can’t be applied to general video for the lack of prior knowledge of the scene. In this paper, dynamic insertion is performed using GME and affine rectification.

2.2 Related Work on Attention Analysis
Computational visual attention has been a hot research topic for years and has wide applications in artificial intelligence, computer vision and multimedia. Visual attention includes two critical parts, spatial attention and temporal attention. Spatial attention studies where the audience will pay attention to the image/frame. Temporal attention considers when audience will pay more attention to the video content. In this section, the related work on spatial and temporal attention analysis will be reviewed.

2.2.1 Spatial Attention
Existing work on spatial attention analysis can be classified into two categories, static attention analysis and spatio-temporal attention analysis, according to whether temporal information is taken into account.

Static Attention: Saliency is widely used in computational attention analysis to evaluate the standing out of an event over its spatial context. The existing works can be classified into contrast based method and information theory based method according to physiological basis. Contrast based attention analysis [11-18] takes the notion that the center-surround structure of receptive field provides HVS sensitivity to feature contrast. Information theory based methods adopt the premise that visual attention proceeds entirely by maximizing the information sampled from an image [19, 20]. Contrast and information sampling are two factors used to evaluate saliency in computational visual attention. However, to the best of our knowledge, these two factors have not been integrated. In this paper, we propose a new method which considers both contrast and information theory. We also propose a new way of contrast calculation which is more coherent with HVS and we adopt a simple while effective method to calculate information.
**Spatio-temporal Attention:** Recently, several approaches have been proposed to analyze video attention by extending static attention into spatial-temporal domain. Besides static features, motion, which attracts much human attention and plays an important role in video analysis, is an effective feature to detect attentive regions in spatio-temporal cues. In [11, 12, 21], motion saliency was calculated to evaluate motion attention. However, spatio-temporal attention is beyond motion. In video, an object standing out of its temporal background usually attracts much audience attention. Novelty, corresponding to the spatial definition of importance through saliency, is used to evaluate the importance of a temporal event. It is usually calculated by using information theory [22-24]. Both static novelty and motion novelty can be used in attention analysis. For the lack of stability of motion estimation, we neglect motion novelty and perform spatio-temporal attention analysis with static novelty and motion saliency.

2.2.2 **Temporal Attention**
The above mentioned work analyzes spatial attention while temporal attention is rarely studied. While watching a video, audience will pay different amount of attention to the video content at different time. In existing work, the attention attracted by each frame is calculated by simply summing up the saliency of the pixels of attentive region [11, 25]. Camera motion, which is often used by film producer to guide audience attention, is also used to analyze temporal attention [11]. However, the audience attention attracted by a frame is not only determined by its own content or camera motion, but also by the temporal context, i.e., the preceding ones since temporal dimension is single-line. Generally speaking, the more different a frame is to the preceding ones, the more attention it will attract. Based on this idea, we evaluate the attention of each frame with its contextual difference, which is also referred as novelty.

3. **SYSTEM OVERVIEW**
Figure 2 illustrates the framework of our system. The system is composed of four modules, video preprocessing, HAS detection, LAR detection and virtual content insertion. In video preprocessing module, the input video is segmented into shots using the shot boundary detection method proposed in [26]. Within a shot, the content is of spatial and temporal continuum. Thus inserting the virtual content into each shot makes the insertion integral and real.

The HAS detection module determines the insertion time. It calculates the attentive value of each shot by performing temporal attention analysis and chooses the attentive ones for VCI.

The LAR detection module chooses the insertion place. For the candidate shots, spatial attention analysis is first performed to generate the attention maps. And then LAR is detected as the region of lower attention value. For the purpose of static insertion, the attention maps are simply averaged to generate a shot attention map, from which the region of lower attention value is detected as static LAR. While for the purpose of dynamic insertion, the attention maps are warped into a mosaic one using homography matrices obtained from GME. The dynamic LAR detected from the mosaic attention map is a region of the scene.

The VCI module inserts the virtual content into the HAS at the LAR. For static insertion, the VC is resized to the LAR while for dynamic insertion, the camera parameters are needed to adapt the virtual content. If enough prior knowledge of the scene is available, camera calibration is performed to obtain camera parameters. Otherwise, two pairs of parallel lines around the LAR are detected to perform affine transformation, which provides the front view of the scene. The virtual content is resized to the front view and adapted with the homography matrices in the following frames.

4. **HAS DETECTION**
The VC inserted at the time when the video attracts more audience attention is more probable to be noticed and remembered by audience. In our work, temporal attention analysis is performed to evaluate the attention attracted by each shot. The shots of higher attention value are chosen as insertion time.

4.1 **Temporal Attention Analysis**
While watching a video, audiences pay different amount of attention to the video content at different time. Generally speaking, the frames different from the preceding ones attract more attention. Here we adopt again the notation of novelty to evaluate the attention of each frame as it is also along temporal dimension. In our work a frame’s novelty is evaluated through its difference to its preceding ones.

Let $F_t$ be the $t$th frame of the video, its novelty is:

$$Nov(F_t) = \sum_{i=t-4}^{t} diff(F_i,F_t)w(F_i,F_t)$$  \hspace{1cm} (1)
where \( l \) is the length of context window which is set as 5 in our work. \( \text{diff}(F_t, F_{t+1}) \) is the difference between the two frames, calculated through normalized color histogram:

\[
\text{diff}(F_t, F_{t+1}) = 1 - \sum_{r=1}^{R} \sum_{g=1}^{G} \sum_{b=1}^{B} \min(H_r, H_g, H_b)
\]

(2)

where \( R \), \( G \) and \( B \) are the numbers of histogram bins of \( R \), \( G \) and \( B \) color channels. \( w(F_t, F_{t+1}) \) is for the consideration that the nearer frames act more on the current one. It is a relative distance between two frames:

\[
w(F_t, F_{t+1}) = \frac{l + 1}{l}
\]

(3)

An example of temporal attention result is illustrated in Figure 3. It is the result of a shot of “Adventure to the West”. Figure 3 (a) is the corresponding attention curve. It can be seen that the 16th frame, the red point on the curve, is of highest attention value. The frames from 12 to 17 are illustrated in Figure 3 (b). In frame 16, the sudden jumping out of Monkey King results in the high novelty of the frame.

![Temporal attention result](image)

Figure 3. Temporal attention result. (a) Attention curve; (b) The frames of 12-17.

4.2 Shot Attention Evaluation

To choose insertion time for VCI, we evaluate the attention value of each shot instead of frame. Similar to that of frame, a shot’s attention value is determined by its novelty in temporal context. Shot novelty is calculated using the similar method with frame novelty. Let \( S_i \) be a shot of the video, its novelty is:

\[
\text{Nov}(S_i) = \sum_{j=1}^{l} \text{diff}(S_i, S_j) w(S_i, S_j)
\]

(4)

where the length of context window \( l \) is the number of shots included, which is also set as 5 in our work. The feature used here is normalized color histogram of shot, calculated by averaging the normalized frame histograms.

Different from a frame, a shot’s attention value is also determined by its length. Generally speaking, the longer a shot is, the more probable it is to be attended. In this regards, the attention value of a shot is \( l_i \times \text{Nov}(S_i) \), where \( l_i \) is its length. An example of shot attention can be seen in Figure 4. Figure 4 (a) shows the video’s shot attention curve, from which it can be seen that the attention value of the 142th shot (the red star on the curve) is relatively high.

![Shot attention result](image)

Figure 4. Shot attention result. (a) The shot attention curve of the video; (b) The representative frame of the shots 137-142.

5. LAR DETECTION

Insertion place is a critical issue of VCI as improper insertion may result in intrusion of the original content. In this section we detect LAR as the insertion place of VCI by analyzing spatial attention. To ensure the result to be consistent with audience vision, we also propose a novel method of spatial attention analysis.

5.1 Spatial Attention Analysis

The proposed spatial attention analysis method consists of static saliency, motion saliency and static novelty, as illustrated in Figure 5.

![Framework of attention analysis](image)

Figure 5. Framework of attention analysis

5.1.1 Saliency Calculation

Contrast and information are two main factors used in computational attention model. Contrast is an event’s standing out in its local context. Information is its importance in global background. While watching a scene, the two factors work together and determine the final attentive point. In our work, we integrate contrast and information and calculate saliency as their product:

\[
\text{Sal}(x, y) = \text{Con}(x, y) \times \text{ID}(x, y)
\]

(5)

where \( \text{Con}(x, y) \) and \( \text{ID}(x, y) \) are the contrast and information density of point \((x, y)\) respectively, normalized to \([0,1]\). The details of contrast and information density calculation will be presented in the following sections.

5.1.1.1 Contrast Calculation

As presented in Section 2, the center-surround structure of the receptive field provides HVS the sensitivity to contrast. The term
receptive field refers to the specific receptors that feed into a given cell in the nervous system, with one or more synapses intervening. The structure of receptive field is verified to be an ellipse with its main axis 20° to the horizon and is modeled with Difference of Gaussian (DoG) [27]. For simplicity we adopt an isotropic model:

\[
\text{DoG}(x,y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) - \frac{1}{2\pi\lambda^2\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\lambda^2\sigma^2}\right)
\]

(6)

where \( \sigma^2E \) and \( \lambda^2\sigma^2E \) (\( \lambda > 1 \), \( E \) is identity matrix) are the covariance matrices of the two Gaussians. The receptive field’s center is:

\[
\text{center} = \{ (x,y) | \text{DoG}(x,y) \geq 0 \} = \left\{ (x,y) \mid \left( x^2 + y^2 \right) \leq \frac{4\sigma^2 + \ln(\lambda)}{1-\frac{\lambda^2}{\lambda^2}} \right\}
\]

(7)

The signal received by the cell is the convolution of the signal intensity \( f(x,y) \) and DoG \( f(x,y) \):

\[
s(x,y) = \iint f(u,v) \text{DoG}(u-x,v-y) \, du \, dv
\]

(8)

Using the above idea, we evaluate feature contrast of an image \( I \). Substituting the signal intensity in (8) with relative intensity, i.e., distance between image features, gives the contrast of a point:

\[
\text{Con}(x,y) = \sum_{(x,y) \notin \text{center}} d\left( f(x,y), f(u,v) \right) \times \text{DoG}(u-x,v-y)
\]

(9)

where \( d\left( f(x,y), f(u,v) \right) \) is the distance between two features and DoG is of discrete form.

In (9) there are two parameters, \( \lambda \) and \( \sigma \), to be determined. The parameters can be set to satisfy:

\[
\sum_{(x,y) \notin \text{center}} \text{DoG}(x,y) = \varepsilon
\]

(10)

where \( \varepsilon \) is a predefined constant between 0 and 1. From (7) and (10) we obtain:

\[
\left( \lambda^2 \right)^{\frac{1}{\lambda^2 - 1}} = \varepsilon
\]

(11)

In our work we set \( \varepsilon = 1/2 \) with the result of \( \lambda = 2.0984 \). Let \( R \) be the center’s radius ( \( R \) is different from the radius of [28]), then from (7) we obtain \( \sigma = 0.5104R \).

While watching a scene, the size of receptive field changes adaptively according to the content of the scene [28]. While watching an image, the size of the image patch corresponds to the center of the receptive field, referred to as perceptual unit, also changes adaptively for the regulation of the eyeball’s focal length. The choosing of perceptual unit will be presented in section 5.1.2.

### 5.1.1.2 Information Density Calculation

In existing work [20], information is calculated by computing a joint likelihood measure based on local statistics, which requires estimation of a \( 3 \times M \times N \) dimensional probability density function for a local window size of \( M \times N \) in RGB space. In the above method, the window size is predefined and keeps unchanged when analyzing an image. However, in our work, the perceptual unit changes adaptively to the context. So information density is calculated instead.

We firstly make a simplification that the pixels are independent to each other. This simplification has two advantages. One is that the information contained by each pixel can be calculated by using image histogram. Let \( H \) be the normalized color histogram of the image, the information contained by a pixel of color \((r,g,b)\) is \( -\log(H(r,g,b)) \). The other is that the information contained by each perceptual unit is simply the sum of the information contained by its pixels. Information density is calculated as follow:

\[
\text{ID}(x,y) = \sum_{(x,y) \notin \text{center}} I(u,v) \times \text{DoG}(u-x,v-y)
\]

(12)

where \( I(u,v) \) is the amount of information contained in pixel \((u,v)\). Since \( \sum_{(x,y) \notin \text{center}} \text{DoG}(u-x,v-y) \) is constant, \( \text{ID}(x,y) \) provides us a good representation of information density.

#### 5.1.2 Static Saliency

The choosing of perceptual unit differentiates the existing attention analysis methods. The perceptual unit can be chosen as pixel [12, 13], image block [11, 14], region [15-17] or object [18]. A pixel/block contains little perceptible information. Comparatively, an object contains much perceptible information but is difficult to be obtained because object detection is still an open problem in the area of computer vision. In color images, an object is composed of one or more regions. In other words, a region is a unit between a pixel/block and an object. It contains more perceptible information than a pixel/block and can be obtained by image segmentation, which is much easier than object detection. So, in our work we adopt region as perceptual unit. This choice also enables the proposed method to analyze visual attention at multi-scales for the adaptive size of region.

Since our purpose is to obtain the image patches which can be used as perceptual unit, image segmentation is simplified by performing color quantization using K-Means. Then the neighboring pixels of same color are regarded as a region. From equation (5), (8) and (12) the saliency of each region can be calculated by using equation (13):

\[
\text{Sal}(k) = \log p\left( f(k) \right) \sum_{i=1}^{K} d\left( f(k), f(i) \right) \times G_{i}(i,k)
\]

(13)

where \( K \) is the total number of regions in the image. \( G_{i} \) is the DoG function of region \( k \), of which the radius is the same with the region. \( f(k) \) is the feature of region \( k \) and \( p\left( f(k) \right) \) is its probability calculated by using the color quantization result. \( d\left( f(k), f(i) \right) \) is the distance between features. It is evaluated in our work by using Gaussian distance. An example of static saliency calculation is illustrated in Figure 6. Figure 6 (b) and (c) show the contrast map and information map. Figure 6 (d) shows the saliency map.
5.1.3 Motion Saliency

Motion is widely used to detect attentive region in spatio-temporal cues [11, 12, 21-23]. Motion vector can be obtained by several methods such as optical flow. However, a critical issue is that motion estimation under moving camera is still a challenging problem and the motion vector obtained is not so reliable. In this paper, a cone-shaped Motion Vector Space (MVS) [29] is adopted to alleviate the negative impact caused by camera motion. This method transforms the MVS to HSV color space as follow:

\[ \text{Angle} \rightarrow H; \text{Magnitude} \rightarrow S; \text{Texture} \rightarrow V \] (14)

where the motion magnitude and the texture are normalized to \([0, 255]\). The selection of texture as value, which follows the intuition that a high-textured region produces a more reliable motion vector, provides this method a significant advantage that when the motion vector is not reliable for camera motion, the \(V\) component can still provide a good presentation of the frame.

After transforming the MVS to HSV color space, motion saliency can be calculated using the segmentation result of section 5.1.2 and equation (13). An example of MVS and motion attention is illustrated in Figure 7. Figure 7 (b) shows the result HSV image, in which the motion vector is presented intuitively. Figure 7 (c) is the corresponding motion saliency map.

![Figure 7. Motion attention result. (a) Input image with MVF; (b) HSV image; (c) Motion saliency map](image)

5.1.4 Static Novelty

Besides motion saliency, novelty, an event’s standing out of its temporal background, also affects audience attention. Itti [22, 23] measured novelty by using information theory. The information carried by data is measured as the difference between prior and posterior distributions over the set of all models. KL divergence is used to calculate the difference. We also adopt an information theory based method to evaluate novelty in videos. Similar to Itti’s work, we calculate the distance between the prior and the posterior distributions as the novelty of each event. Different from Itti’s work, we model the original feature of the video instead of the center-surround feature maps. Supposing that \(M_{i-1}\) and \(M_t\) are data models at \(t-1\) and \(t\) respectively, the novelty at \(t\) is calculated by using KL distance:

\[ \text{Nov}(t) = KL(M_{i-1}, M_t) = \int M_t(x) \log \frac{M_t(x)}{M_{i-1}(x)} dx \] (15)

We adopt Gaussian distribution to model the data at each position. At time \(t\) the data is presented as:

\[ M_t \sim N\left(\mu_t, \sigma_t^2\right) \] (16)

where \(\mu_t = \frac{1}{t} \sum_{i=1}^{t} x_i\), \(\sigma_t^2 = \frac{1}{t} \sum_{i=1}^{t} (x_i - \mu_t)^2\).

However, there is a problem that the data accumulation with time may decrease the model’s sensitivity to data change. To avoid this problem, the model is reset at the beginning of each shot. An example of novelty attention result is illustrated in Figure 8, which shows three frames (7th, 10th and 19th) of a shot from “Adventure to the West” and their corresponding novelty maps. In the 7th frame, the moving of Monkey King (the region with red bounding box) results in the high novelty of the corresponding region. In the 10th frame, the sudden appearance of the monster (the region with yellow bounding box) is of highest novelty. However, the monster is stationary, while Monkey King keeps moving. Therefore, with time going, the novelty of the monster decreases while the novelty of Monkey King increases, as in the 19th frame.

![Figure 8. Novelty Calculation result. (a) Original frames; (b) Corresponding novelty maps.](image)

5.1.5 Map Fusion

After attention analysis, we obtain three saliency/novelty maps including static saliency map \((M_S)\), motion saliency map \((M_M)\) and novelty map \((M_N)\). Suitable fusion of the maps produces the final attention map. Map fusion can be performed with linear [14] and nonlinear [11] methods. In our work we adopt linear method for simplicity and with adaptive coefficients to fit different types of videos.

Considering that our goal is to detect Region of Interest (ROI) or LAR from the saliency/novelty maps, we model this progress as binary classification and use the variance between classes to determine the fusion coefficients. \(M_S\) is first classified with the method of maximum variance between classes. Let \(Var_S\) be the result variance between classes:

\[ Var_S = \frac{\left(n_1 (\mu_1 - \mu)^2 + n_2 (\mu_2 - \mu)^2\right)}{n} \] (17)

where \(n_1\) and \(n_2\) are the number of samples of the two classes, \(n\) is the total number of samples. \(\mu_1\) and \(\mu_2\) are the means of two classes, \(\mu\) is the mean of all the samples. Let \(Var_M\) and \(Var_N\) be the variances between classes of \(M_M\) and \(M_N\) respectively. Then the fusion weight for static saliency maps is

\[ w_S = Var_S / (Var_S + Var_M + Var_N) \] (18)

The weights for motion saliency map and novelty map are similarly calculated. The final attention map is:

\[ AM = w_S M_S + w_M M_M + w_N M_N \] (19)
5.2 LAR Detection

LAR is defined as the region that attracts less audience attention [8]. It is detected by using spatial attention analysis. Corresponding to the insertion methods, the LAR is also classified into static LAR and dynamic LAR. A static LAR is a region of the same position on each frame, while a dynamic LAR is a region of the same position in the scene. To detect LAR, the frame attention maps of a shot are fused into an integrated one. For static LAR, simple averaging is enough. While for dynamic LAR it is much more complex for the existence of camera motion. So mosaic image stabilization is adopted to present the appearance of a locked down camera.

The homography matrices between consecutive frames are obtained by using Global Motion Estimation (GME) [30]. Let \( H_{t+1} \) be the homography between frame \( t \) and \( t+1 \). Then for a point \( P \) in frame \( t \), its corresponding point in frame \( t+1 \) is \( P_{t+1} = H_{t+1} \cdot P \). Here \( P_t \) and \( P_{t+1} \) are the aligned coordinates of the points. Then for a point \( P_M \) in the mosaic attention map, its attention value is calculated as:

\[
MAM(P_M) = \sum_{t=1}^{T} w(t) A\text{M}_t(P_t)
\]

where \( P_t = \prod_{k=0}^{t} H^{-1}_{k+1} \cdot P_M \) is \( P_M \)’s corresponding point in frame \( t \).

If \( l_1 \) and \( l_2 \) are not parallel in the image plane, the vanishing point is \( v_i \) with aligned coordinate \( V_i = (x_i, y_i, f) \). If \( l_1 \) and \( l_2 \) are parallel in the image plane, the vanishing point is infinite and its aligned coordinate can be written as \( V_i = (a_1, -b_1, 0) \). The normalized spatial direction of the lines \( L_1 \) and \( L_2 \) is \( V_i / |V_i| \), represented as \( r_i = V_i / |V_i| \). Using the other pair of parallel lines we can obtain \( r_2 = V_2 / |V_2| \). Then the normal of the spatial plane is calculated as \( r_i = r_i \times r_2 \). From the three vectors we obtain the affine matrix \( A = (r_1, r_2, r_3) \). Then for a point of aligned coordinate \( P \) on the original image, its corresponding pixel on the affine image is \( P_A = P_0 - A^T P_0 + \alpha A^T P \). Here the coefficient \( \alpha \) is set to make \( P_A(3) \) equal to \( f \). The focal length \( f \) can be obtained using camera calibration or be set to 1 for simplification. \( P_0 \) is the point kept unchanged in affine rectification.

For a point \( P_4 \) on the front view, its position on the \( t \)th frame is calculated as follow:

\[
P_t = \prod_{k=0}^{t} H_{k+1} \times (A P_0 + P_0 - A P_A)
\]

where \( A \) is the affine matrix, \( H_{k+1} = H_{k+1}^{-1} \) is the homography matrix. An example of dynamic insertion is illustrated in Figure 10. Figure 10(a) is the original frame with two pair of parallel lines marked as yellow and green respectively. (b) is the affine result in which the front view of the marked region is obtained. In (c) the VC is inserted into the frame by using the affine matrix.

6. VIRTUAL CONTENT INSERTION

As presented in Section 1, VC can be inserted into video statically or dynamically. In dynamic insertion the content is merged into the background. Generally speaking, static insertion applies to video of complex scene, for example natural scene, and dynamic insertion applies to man-made scenes such as sports video and indoor video. Dynamic insertion needs to adapt the virtual content to camera parameters.

The existing work performs dynamic insertion in sports video as the structure of the playfield can be used to calibrate camera. However, for general video there is too little prior knowledge to perform camera calibration. In this paper a novel method is proposed to insert VC with as little as scene information by using affine transformation. To insert the virtual content into the scene with reality, affine rectification is first performed to obtain the front view of the scene. The virtual content is inserted into the front view and then adapted to the following frames using the affine matrix and the homography matrices. In our work, the affine matrix is obtained by using two pairs of parallel lines. The method is briefly presented here and the details can be referred in [31].

Suppose \( l_1 \) and \( l_2 \) are a pair of lines in the frame, corresponding to a pair of spatial parallel lines \( L_1 \) and \( L_2 \).

\[
l_i = a_i x + b_i y + c_i, i = 1, 2
\]

If \( l_1 \) and \( l_2 \) are not parallel in the image plane, the vanishing point is \( v_i \) with aligned coordinate \( V_i = (x_i, y_i, f) \). If \( l_1 \) and \( l_2 \) are parallel in the image plane, the vanishing point is infinite and its aligned coordinate can be written as \( V_i = (a_1, -b_1, 0) \). The normalized spatial direction of the lines \( L_1 \) and \( L_2 \) is \( V_i / |V_i| \), represented as \( r_i = V_i / |V_i| \). Using the other pair of parallel lines we can obtain \( r_2 = V_2 / |V_2| \). Then the normal of the spatial plane is calculated as \( r_i = r_i \times r_2 \). From the three vectors we obtain the affine matrix \( A = (r_1, r_2, r_3) \). Then for a point of aligned coordinate \( P \) on the original image, its corresponding pixel on the affine image is \( P_A = P_0 - A^T P_0 + \alpha A^T P \). Here the coefficient \( \alpha \) is set to make \( P_A(3) \) equal to \( f \). The focal length \( f \) can be obtained using camera calibration or be set to 1 for simplification. \( P_0 \) is the point kept unchanged in affine rectification.

For a point \( P_4 \) on the front view, its position on the \( t \)th frame is calculated as follow:

\[
P_t = \prod_{k=0}^{t} H_{k+1} \times (A P_0 + P_0 - A P_A)
\]

where \( A \) is the affine matrix, \( H_{k+1} = H_{k+1}^{-1} \) is the homography matrix. An example of dynamic insertion is illustrated in Figure 10. Figure 10(a) is the original frame with two pair of parallel lines marked as yellow and green respectively. (b) is the affine result in which the front view of the marked region is obtained. In (c) the VC is inserted into the frame by using the affine matrix.

7. EXPERIMENTAL RESULTS

Both visual attention analysis and virtual content insertion are subjective tasks and there is not a widely accepted method to evaluate the performance. For such work user study is an effective
way to evaluate the performance subjectively. So in this paper we also adopt user study to evaluate our system. We invited 16 users to evaluate our experimental results. The users are postgraduate students aging from 22 to 30 years old. They are all audience of the testing videos and familiar with the VC used in the experiment.

7.1 Data Set
Testing video: We applied our system on different types of videos to verify its generality. The dataset, detailed in Table 1, includes situation comedy, outdoor TV play series and interview video. The situation comedy includes American soap opera “Friends” (Friends.rmvb), and Chinese TV play series “There are Children at Home” (Children.rmvb). The outdoor TV is “Adventure to the West” (Adventure.rmvb). “A Date with Lu Yu” (LuYu.rmvb) is the interview video adopted. Among the datasets, situation comedy and interview video are indoor video and we perform either static or dynamic VCI on them. Outdoor teleplay is in natural scene and so static VCI is more suitable. The detail of the testing videos is given in Table 1. The total length of testing video is 72:50, consisting of 800 shots.

![Table 1. Testing videos](image)

<table>
<thead>
<tr>
<th>No.</th>
<th>Video</th>
<th>Genre</th>
<th>Shot</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Friends.rmvb</td>
<td>situation comedy</td>
<td>200</td>
<td>11:25</td>
</tr>
<tr>
<td>2</td>
<td>Children.rmvb</td>
<td>situation comedy</td>
<td>200</td>
<td>14:48</td>
</tr>
<tr>
<td>3</td>
<td>LuYu.rmvb</td>
<td>Interview</td>
<td>200</td>
<td>20:49</td>
</tr>
<tr>
<td>4</td>
<td>Adventure.rmvb</td>
<td>Outdoor teleplay</td>
<td>200</td>
<td>25:48</td>
</tr>
<tr>
<td>Sum</td>
<td>----</td>
<td>----</td>
<td>800</td>
<td>72:50</td>
</tr>
</tbody>
</table>

Virtual Content: We choose 60 famous brands as VC including car brand such as Benz, noshery brand such as Mcdonald’s, and other brands with which users are familiar. We adopt these brands for the consideration that it should be easier for the users to choose the ones he/she has noticed in the video. Another reason is to eliminate the noticing difference caused by the brands themselves. In the experiment, each shot is inserted, at LAR, with a unique VC randomly chosen from the VC database.

7.2 HAS Evaluation
We first test the proposed temporal attention and HAS detection method. The users are invited to watch the result videos. Each time, a video segment consisting of 50 shots is played. After playing, the users are shown a set of brands, which includes the ones inserted into the video. The users are required to choose the brands he/she has noticed in the video. The noticing rate of each brand (i.e., each shot, since each shot corresponds to a unique brand), is calculated as $n_i/N$, where $n_i$ is the number of users who identified the brand. $N$ is the total number of users. Then a noticing curve is obtained. The attention curve and noticing curve of a segment of “Adventure to the West” are illustrated in Figure 11 (a). It can be seen intuitively that the attention curve is consistent with the noticing curve, meaning that the result of temporal attention analysis is accordant with audience attention.

To evaluate the result of temporal attention analysis quantitatively, we define its consistency as the similarity between attention curve and noticing curve:

$$\cos = \sum_i \min(AC(k), NC(k))$$

where $AC$ and $NC$ are normalized attention curve and noticing curve, respectively. The average consistency values of the 4 video clips are 0.75, 0.79, 0.84 and 0.82, respectively. Besides consistency, we also studied the relationship between noticing rate and attention value. We divide the attention value into 10 equal intervals and calculate their average noticing rate. The result is shown in Figure 11 (b). It can be seen that the noticing rate increases with shot attention value. From the result, it can be concluded that the proposed temporal attention method and the HAS detection method are effective and consistent with audience attention.

![Figure 11. HAS evaluation result. (a) Attention curve and noticing curve; (b) Noticing rate to attention value.](image)

7.3 LAR Evaluation
To evaluate the proposed spatial attention and LAR detection method, we invited the users to evaluate the brands he/she has noticed in the video. The users are required to give each brand an assessment, GOOD, NEUTRAL or BAD, according to whether the inserted brand has interfered with their viewing experience on the original video clip. For a video, we calculate the rate of GOOD as follow:

$$R_g = \frac{\sum_i N_g}{\sum_i N_i}$$

where $n$ is the total number of users and $n = 16$ . $N_i$ is the number of brands identified by user $i$ and $N_g$ is the number of brands assessed as GOOD by the same user. The rates of NEUTRAL ($R_n$) and BAD ($R_b$) are calculated similarly. The result is shown in Table 2, from which it can be seen that the average rate of “GOOD” is around 70 percent and the rate of “BAD” is below 10 percent. The variance is used to evaluate the differences of the collected data. The low variances of $R_g$, $R_n$ and $R_b$ means that the difference between the data is not significant. The result is relatively reliable under limited data set.

The promising result verifies the effectiveness of the proposed spatial attention analysis and the LAR detection methods. Some of the static insertion result is illustrated in Figure 12 and dynamic insertion will be presented independently in section 7.4. Figure 12 (a) and (b) show examples of successful result while (c) and (d) show examples of failed result. The reason for failure is that the static feature in our experiment is only RGB value. Sometimes the color of human faces is not distinct from the background and the
regions are detected as LAR and occluded by the inserted content. This problem can be solved by integration of more features such as texture and shape. Moreover, semantic features such as human face and human body, can also be used to improve the performance of our system.

Table 2. Evaluation result on VCI

<table>
<thead>
<tr>
<th>Video</th>
<th>Good(\text{Rg})</th>
<th>Neutral(\text{Rn})</th>
<th>Bad(\text{Rb})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72.25</td>
<td>19.13</td>
<td>8.62</td>
</tr>
<tr>
<td>2</td>
<td>70.87</td>
<td>23.13</td>
<td>6.00</td>
</tr>
<tr>
<td>3</td>
<td>66.25</td>
<td>25.00</td>
<td>8.75</td>
</tr>
<tr>
<td>4</td>
<td>70.38</td>
<td>25.62</td>
<td>4.00</td>
</tr>
<tr>
<td>Mean/Var</td>
<td>69.94/6.67</td>
<td>23.22/8.55</td>
<td>6.84/5.20</td>
</tr>
</tbody>
</table>

Figure 12. Examples of static VCI. (a, b) Successful results; (c, d) Failure results.

7.4 Evaluation of Dynamic Insertion

Based on the common sense that in man-made scene there are usually many straight lines, we use the line number to choose the candidate shots for dynamic VCI. We first detect lines using Hough transform on the first frame of each shot. If enough lines are detected, the shot is chosen as candidate. Then from the mosaic saliency map, the LAR is detected and the lines around the LAR are used in affine transformation.

Six results of dynamic VCI are evaluated. In the results there are camera motion and scene deformation caused by view angle. The users are requested to score the results based on the following criteria. (1) Is the result’s deformation consistent with the scene? (2) Does the inserted VC follow the camera motion? (3) To what degree the user is satisfied with the result? The scores are scaled from 1 to 5 to represent the satisfaction degree with 1 being not satisfying at all and 5 being very satisfying. Each result’s mean and variance are illustrated in Figure 13. All the variances are below 1, showing that the user feedback is reliable. Among the results, five means are above 3 with two of them above 4, which verify the effectiveness of the proposed method. Some of the examples are illustrated in Figure 14, in which an example of satisfying result and an example of failed result are shown in the first and second row respectively. In the failed result, GME provides an unreliable output which makes the VC departure from its original position.

The experimental results on various types of video demonstrate that the proposed system applies to general video and works effectively. The HAS and LAR evaluations show that the application of temporal and spatial attention analysis in VCI can increase the probability of the inserted content to be noticed by audience and decrease the damage to the original content. However, the system can still be improved in the following two aspects. Firstly, integrating of more features can improve the performance of the system. Secondly, better GME result can improve the result of dynamic insertion.

Figure 13. The mean and variance of the user study result.

8. CONCLUSIONS

Based on visual attention analysis, a generic VCI system is presented in this paper. The system determines insertion time by detecting HAS with temporal attention analysis, and determines insertion place by detecting LAR with spatial attention analysis. By inserting VC into the attentive shots at LAR our system balances between the notice of the VC by audience and disruption of viewing experience to the original content. Another problem of VCI is the insertion method. In the proposed system, dynamic insertion is performed by using affine transform and GME. This method needs little prior knowledge and can be implemented by two pairs of parallel lines. The performance of the system has been tested on several types of videos, including situation comedy, interviewing TV shows and outdoor TV play series. The experimental results have verified the effectiveness of the system.

However, the system can still be improved. In fact, virtual content itself also plays a role in the effect of VCI. It should be coherent with its spatial and temporal context to improve the insertion effect and reduce intrusion [7]. This will be one of our next-step works in the future. Besides, in our work, the static feature is only RGB value. We believe that integrating of more features can improve the performance of the system. In our future work, we will take shape perception into account to analyze visual attention.
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