ABSTRACT

In this paper, by considering the multiple spatial-temporal characteristic of visual perception system, we propose a novel home video attention analysis method. Firstly, each frame of the video is segmented into regions which are more informative than pixels and image blocks. Then the saliency of each region is analyzed by combining static, motion and location attentions. Finally a region based saliency map is generated for each frame, and an attention score curve is obtained for the video clip by combining attention scores of all regions in each frame. Both of them can be utilized in wide applications. This method takes advantage of the properties of human visual perception and can well present the attention information of home videos. Experimental results show the effectiveness of this approach.

Index Terms—visual attention, video analysis, attention score curve, saliency map

1. INTRODUCTION

Nowadays, people often shoot video clips to record something using their digital capture devices on hand. With the rapid increasing of video content, the effective management, transfer and browsing of home video becomes a necessity. The aim of this paper is to present a spatial-temporal home video attention analysis approach which can generate both attention scores of regions and frames. This method can be applied in many fields, such as video coding, video summarization and video browsing on small screens.

A great deal of research has been done on analyzing attention in still images [1, 2], which mainly used static information. There also has been some work on video attention analysis. Ma et al. proposed a generic framework of user attention model and used it for video summarization [3]. You et al. improved the framework by utilizing some perceptive models [4]. To find regions of interest needs other methods such as those proposed in [5-8]. Zhai and Shah [5] and Guironnet et al. [6] utilized static and motion information as spatial and temporal factors to obtain the attended areas. Liu and Gleicher [7] also analyzed image and motion saliency and applied it for retargeting video to small screens. Abdollahian and Delp [8] combined static and location saliency maps to find regions of interest in key frames of home videos. [3-8] all utilized multiple spatial-temporal factors. Analysis results of [3, 4] are temporal attention score curves and [5-8] are spatial saliency maps.

In this paper we propose an attention analysis method which can generate both spatial and temporal attention information for home video clips. We choose region as perceptive unit by segmenting frame images. Then a fast and robust region based camera motion estimation method is utilized. After that, our attention analysis method is performed by combining static, motion and location factors. Contrast based method is used for static attention analysis. Local actual motion is calculated for each region and fuzzy growing method is utilized to extract moving foreground regions which will obtain higher motion effect scores. Moreover, we adopt the notion that viewers have the tendency to follow camera motion [8]. So location saliency map is generated according to camera motion. Finally the attention score of each region and each frame are calculated.
And we can obtain a region based saliency map for each frame and an attention score curve for the home video clip. The flow chart of our approach is illustrated in Fig.1.

The rest of this paper is organized as follows. Section 2 presents this method in detail. Section 3 shows the results of our experiments. Section 4 concludes the paper.

2. VIDEO ATTENTION ANALYSIS

This section describes the detail of the proposed approach as illustrated in Fig.1.

2.1. Image segmentation

A region is more informative than a pixel and a block [9], so it is chosen as the perceptive unit in our method. The regions are obtained by using the segmentation method proposed in [10], which well accords with human perception. An example of image segmentation is shown in Fig. 2(b).

2.2. Camera motion estimation

In this paper, camera motion is important because it will be used to compute location saliency map and local motion. So we propose a fast and robust method to estimate camera motion. Four parameters camera motion model is adopted.

\[
\begin{bmatrix}
MV_x \\
MV_y
\end{bmatrix}
= \begin{bmatrix}
\text{zoom} & \text{rotate} & x \\
-\text{rotate} & \text{zoom} & y
\end{bmatrix}
+ \begin{bmatrix}
\text{pan} \\
\text{tilt}
\end{bmatrix}
\tag{1}
\]

Motion vector computing method proposed in [11] is used. Pixels in the same macro block are assigned with same motion vectors. The mean (MMV) and the variance (VMV) of motion vectors of each region are computed as follows.

\[
MMV_{ij} = \frac{\sum_{j \in \text{Region } i} MV_{ij}}{N_i}
\tag{2}
\]

\[
VMV_{ij} = \sqrt{\sum_{j \in \text{Region } i} (MV_{ij} - MMV_{ij})^2}/N_i
\tag{3}
\]

where \( MV_{ij} \) is the x-component of pixel \( j \)'s \( MV \), \( N_i \) is the number of pixels in region \( i \). So \( MMV_{ij} \) and \( VMV_{ij} \) are computed in the same way. Fig. 2(c) shows the intensity of each region's \( MMV \) of the example frame.

To estimate the camera motion fast and robustly, we substitute \( MMV \) for \( MV \) and the coordinate of each region’s center for \( (x,y) \) in Eq. (1). Weighted binary linear regression is used to estimate the four parameters. For Eq. (1), we define the estimating error:

\[
E = \sum_{i=1}^{n} \left[ (MMV_{ij} - zoom \times x_i - rotate \times y_i - pan)^2 + (MMV_{ij} + rotate \times x_i - zoom \times y_i - tilt)^2 \right]
\tag{4}
\]

where \( w_i = \theta_i(A) / (1 + ||MV||) \), \( \theta_i(A) \) is the ratio of area of region \( i \) to the whole frame. To minimize \( E \), partial of \( zoom \), \( rotate \), \( pan \), \( tilt \) are calculated and set to 0. We have

\[
AX = B
\tag{5}
\]

By solving Eq. (5), we can obtain 4 parameters: camera zoom, camera rotate, camera pan and camera tilt in Eq. (1). For the example frame shown in Fig. 2, they are 0.001, 0.000, -5.322, 0.825.

2.3. Video attention analysis

After image segmentation and camera motion estimation, attention analysis is performed by combining static, location and motion attention analysis which are all region based. The details will be presented in the following subsections.

2.3.1. Static attention analysis

Contrast based static attention analysis method proposed in [9] is utilized. The static saliency of a region is calculated as:

\[
S_i = \theta_i(P) \times \sum_{j=0}^{n-1} \left( FD_{ij} \times \theta_i(A) \times \theta_i(SD) \times \theta_i(E) \right)
\tag{6}
\]

The details can be found in [9]. In this paper, \( \theta_i(P) \) is ignored, because it fuses with the factor of camera motion which will be presented in 2.3.2. The example of static saliency map is shown in Fig. 2(e).

2.3.2. Location attention analysis

Location is an important factor of attention. People always pay more attention to the central part of still images. And when watching videos, viewers have the tendency to follow the camera motion and look for the new objects those are about to enter the camera view [8]. The method proposed in [8] can generate camera motion based location saliency map. But it gives location saliency maps the same weight in any
Fig. 3. Examples of location saliency maps. (a) that based on [8], (b) that based on this method.

situation. We add the weight and improve the saliency maps about camera panning and tilting as:

\[
\text{Map}_w(i) = \max \left\{ 0, 1 - \frac{(x - \mu_x)^2}{\sigma_x^2} + \frac{(y - \mu_y)^2}{\sigma_y^2} \right\}
\]

(7)

\[
\text{Map}_z(i) = \begin{cases} 
\text{zoom} \times Z \times \frac{1 - \frac{r}{r_{\max}}} {zoom > 0 (\text{zoom in})} 
\end{cases}
\]

(8)

\[
\text{Map}(i) = \text{Map}_w(i) + \text{Map}_z(i)
\]

(9)

In Eq. (7), \( \mu_x = \text{width} / 2 + \text{pan} \times P \), \( \sigma_x = \sqrt{2} \times \text{width} / 2 \), \( \mu_y = \text{height} / 2 + \text{tilt} \times H \), \( \sigma_y = \sqrt{2} \times \text{height} / 2 \). And in Eq. (8), \( r_{\max} = \sqrt{\text{width}^2 + \text{height}^2} / 2 \), \( r = \sqrt{(x - \text{width} / 2)^2 + (y - \text{height} / 2)^2} \). \((x, y)\) is the center of region \( i \). \text{Map}_w is the location saliency map about camera panning and tilting. \text{Map}_z is about camera zooming. The difference between \text{Map}_w and location saliency map about camera panning and tilting in [8] is shown in Fig.3. And we add \( \text{zoom} \times Z \) to \text{Map}_z. It determines the weight of \( \text{Map}_w \) in \text{Map}. \text{Map}_w \) is normalized to \([0, 1]\) while \text{Map}_z not. This is useful for combing frame attention scores, because people always pay more attention to zooming in/out frames [3]. In our experiments, we set the value of \( P, H, Z \) to be 5, 5, 50 respectively. Fig. 2(f) shows the final location saliency map of the example frame.

2.3.3. Motion attention analysis

It has been pointed out [3] that moving objects in videos attract more attention. So it is useful for attention analysis to distinguish moving foreground from background. In our method, we extract the regions with drastic actual motion as foreground and the remaining ones as background.

The actual motion vector (AMV) of each region is first calculated by subtracting camera motion from MMV.

\[
\text{AMV}_i = \text{MMV}_i - \left( \begin{array}{c} \text{zoom} \times \text{rotate} \times x \ \text{pan} \\ \text{rotate} \times \text{zoom} \times y \ \text{tilt} \end{array} \right)
\]

(10)

where \((x, y)\) is the center of region \( i \). Fig. 2(d) shows the intensity of each region’s AMV of the example frame.

Fuzzy growing method [3] is performed to extract the foreground regions. We define the membership function of moving foreground regions as:

\[
\mu_i = \begin{cases} 
1 & \text{if } \frac{\|\text{AMV}\|}{f} \geq 1 \\
0 & \text{if } \frac{\|\text{AMV}\|}{f} < 1
\end{cases}
\]

(11)

\( f \) is set to be \((\text{width}+\text{height})/40\) in our experiments. Firstly, for all regions, if region \( i \) satisfies \( \frac{\|\text{AMV}\|}{f} \geq \theta(A) \geq T_i \), we set it to be a foreground seed. \( T_i \) is set to be \( \text{width} \times \text{height}/480 \) in our experiments. Secondly, for each seed, fuzzy growing is performed. If region \( i \) is conjoint with a foreground region and \( \frac{\|\text{AMV}\|}{f} \geq \theta(A) \), region \( i \) is set to be a foreground region. Fig. 2(g) shows the extracted moving foreground of the example frame.

Then we assign moving foreground regions and background regions with different motion effect scores:

\[
E_{\text{mv}}(i) = \begin{cases} 
2 & i \in \text{motion foreground} \\
\frac{1}{2} & i \in \text{motion background}
\end{cases}
\]

(12)

2.3.4. Combination

Because values of location saliency map are normalized and motion effect scores are fixed, for normalization purpose, the attention score of each region is generated by multiplying the corresponding values of static saliency map, location saliency map and actual motion effect scores, as shown in Eq. (13). Then all the region attention scores are combined together to obtain the attention score of frames, as shown in Eq. (14).

\[
S_k(i) = E_{\text{mv}}(i) \times \text{Map}(i) \times S_i
\]

(13)

\[
S_j(j) = \sum_{i} \left( \theta(A) \times S_i(i) \right)
\]

(14)

where \( S_k(i) \) and \( S_j(j) \) are the attention scores of region \( i \) and frame \( j \) respectively. \( \theta(A) \) is the ratio of area of region \( i \) to the whole frame. Fig. 2(h) shows the final saliency map \( S_f \) of the example frame.

3. EXPERIMENTS

Home video clips are often shot to record something interesting and memorable. So home video attention is relatively explicit and objective than other kinds of videos. Experimental analysis is provided in this section to demonstrate the effectiveness of our method. The experimental videos are all recorded by a digital camera, resolution of which is 320*240.

3.1. Saliency map

The saliency maps based on three different methods are illustrated in Fig.4. In the first line, camera is still and a person is walking to right. In the second line, a person is making a lay-up while camera pans a little left. In the third line, camera is zooming in while all objects are still. In the first and second lines, our maps show emphasis on the moving persons, while others not because they don’t utilize local motion factor. In the third line, our map is brighter at the center regions as expected. Our three saliency maps all well show the spatial distribution of people’s attention.
3.2. Attention score curve

Fig. 5 shows two frame attention score curves. In Fig. 5(a), camera pans a little left. Contrast and motion mainly decide the attention scores. A person with a ball is running to the left basketball stand in the left frame. He is making a lay-up in the middle frame. And in the right frame he has already completed the lay-up. The attention curve reaches its peak at the middle frame in which the person’s motion is most drastic. In Fig. 5(b), camera zooms in the second half. The attention scores of the second half are higher because of $Z$ in Eq. (8). Both two attention curves well demonstrate the temporal distribution of people’s attention.

Attention curves can be used in many applications, such as video summarization. The frames shown in Fig. 5 are key frames which are extracted using the method proposed in [3].

Experimental results on more other home video clips are also satisfactory.

4. CONCLUSIONS

In this paper we propose a video attention analysis method, which combines contrast based static attention, local motion attention, and camera motion based location attention analysis. With this method a region based saliency map and an attention score curve are generated for each frame and each home video clip respectively. Both of them can be used in many potential applications such as video coding, video summary, adaptive browsing on small screens, et al. The results of our experiments show that this approach accords with human visual perception system well. In future work, we will study special features of other kinds of videos and extend this method to wider applications.
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