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Abstract—This paper presents an effective and efficient approach to extracting captions from videos. The robustness of our system comes from two aspects of contributions. First, we propose a novel stroke-like edge detection method based on contours, which can effectively remove the interference of non-stroke edges in complex background so as to make the detection and localization of captions much more accurate. Second, our approach highlights the importance of temporal feature, i.e., inter-frame feature, in the task of caption extraction (detection, localization, segmentation). Instead of regarding each video frame as an independent image, through fully utilizing the temporal feature of video together with spatial analysis in the computation of caption localization, segmentation and post-processing, we demonstrate that the use of inter-frame information can effectively improve the accuracy of caption localization and caption segmentation. In the comprehensive our evaluation experiments, the experimental results on two representative datasets have shown the robustness and efficiency of our approach.

Index Terms—Spatio-temporal, stroke-like edges, text detection, text extraction.

I. INTRODUCTION

As the technology of digital multimedia develops rapidly, we are exposed to a huge number of images and videos in everyday life. Since captions in movies or TV programs can supply rich semantic information which is very useful in video content analysis, indexing, and retrieval, research efforts have been made toward extracting video captions in various applications, such as traffic monitoring [1], [2], video indexing and retrieval [3], and computerized aid for visually impaired [4]. Generally speaking, the main related techniques involve three aspects: caption detection and localization, caption segmentation and optical character recognition (OCR). Although it appears the same as that for image-based text extraction, it is not a wise choice to directly apply the image-based techniques for video caption extraction, where each video frame is regarded as an independent image, since a very large number of images in videos makes such computation way very inefficient. For instance, a 90-min movie played by 30 frames per second contains 1,620,000 images, and it is computationally too costly if naively applying image-based techniques. Thus, more efficient techniques need to be investigated by exploiting the strong correlation of video content over time. Compared with the image-based counterpart, the segmentation technique in video caption extraction has a broader meaning. Besides text spatial segmentation for images, the temporal segmentation as a new issue for videos is very necessary to make video caption extraction very efficient. The temporal segmentation aims to temporally partition a video into a disjoint set of clips, and each clip contains either the same caption or simply no caption. It can bring two advantages: 1) similar to shot segmentation in content-based video indexing and retrieval, it greatly reduces the overall computational cost by effectively removing the content redundancy of adjacent frames; 2) once a clip is identified to have a same caption, the frames in the clip can be collectively utilized to extract a more accurate caption than only relying on a single frame.

Existing text extraction methods mainly focus on text in static images, and the related works address two subproblems, text localization and text segmentation. Text localization refers to determining whether and where some characters exist in an image. The corresponding methods can be classified into four categories: edge-based, corner-based, texture-based and stroke-based methods. The edge-based methods [5], [6], [7], [8] locate potential text regions by dense edges. They are often simple and efficient, nevertheless their performance might degrade when the background also contains some regions with dense edges. Corner-based methods [9] identify candidate text regions by seeking densely distributed corners. This is based on the observation that a character generally consists of many strokes with different directions, where the tip point between adjacent strokes usually forms a corner. For instance, Hua et al. [9] deal with video frames independently. They utilize the SUSAN detector to find corners in each frame, and then identify the text regions. Texture-based methods [10], [11], [12] utilize various texture descriptors, such as Gabor filter [13] and wavelet transform [14], [15], and then the machine learning techniques such as SVM [16] or neural networks [1] are applied to classify the text and non-text regions. The methods stem from the following fact: The strokes of characters usually possess similar width, color (or grayscale value), and multiple characters in a horizontal (or vertical) line often share similar width, height and spacing, which makes the text regions have the visually repetitive property similar to that of a texture. Since this kind of method needs to train a classifier, relatively high computational cost and the need of huge training dataset are their disadvantages. Stroke-based features have been widely utilized in recent years. Liu et al. [17], [18] design a stroke filter which is based on the assumption that strokes have certain width and specific spatial distribution, in which the strokes
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can be described by its two-side edges. Epshtein et al. [19] propose a stroke width transform (SWT) to decide whether the adjacent edges have stroke-like width. After localizing a text region, text segmentation aims to segment out text pixels, in order to produce a binary image subsequently used for character recognition [20]. The existing methods mainly resort to connected component analysis (CCA), K-means algorithm, which is motivated by the fact that text strokes generally have homogeneous color. For instance, Hase et al. [21] segment the text regions with similar color based on CCA technique, and Gilavata et al. [22] utilize a slightly modified K-means algorithm to extract text pixels from background.

Compared with the research efforts on extracting text in static images, the studies on extracting video captions are relatively very few, especially where inter-frame content correlation is considered. Tang et al. [23] utilize the temporal feature (frame difference) to locate the frames containing the same caption, and their approach is more suitably applied in news videos, due to the assumption that the scene changes gradually within a shot. In this paper, we present an effective and efficient approach to extracting video captions in complex background. Compared with the existing methods, our contributions are summarized as follows: 1) we describe a framework of extracting video captions, where the conception of temporal localization is used to cluster frames with the same captions together, and this enables us to more effectively extract captions based on multiple frames, instead of many independent frames; 2) compared with [23], our usage of temporal features is multi-facets: not only in localization, but also in segmentation and post-processing, and the related techniques can be used to general video types; 3) a dedicated stroke-like edge detector is proposed to effectively removing the interference of non-stroke edges in complex background to facilitate the detection and localization of captions. In fact, this detector can also be applied directly to text detection and localization in static images.

II. OUR APPROACH

Different from other approaches, our approach fully utilizes the content correlation of consecutive frames in the detection, spatio-temporal localization and segmentation of video captions, to improve the efficiency and accuracy of the proposed system. As illustrated in Fig. 1, a video is first sub-sampled uniformly by 3 frames per second. A stroke-like edge filter is then utilized to detect the caption regions from each frame. This is followed by caption localization in both space and time. The spatial localization refers to the identification of candidate text regions from stroke-like edge and corner distributions.

During the temporal localization, we compare the distribution of stroke-like edges between adjacent frames in order to partition a video into clips in which each frame contains the same caption. For each clip containing captions, we first extract candidate caption pixels based on the estimated caption color information. Further, the temporal “and” operation is applied to filter out inconsistent false positive pixels that have similar color to that of foreground captions. This is followed by a post-processing step to refine the segmentation results by a priori knowledge of character structures. The generated binary images are used by the OCR module. We will elaborate on these steps in what follows.

A. Detecting Stroke-Like Edges

Although character strokes usually generate dense edges (e.g., Fig. 2), edges might also come from complex background which could be mis-categorized as text edges and thus decrease the accuracy for text detection. To alleviate this issue, we propose a stroke-like edge detector to remove the interferences of non-stroke edges from complex background. First, for a video frame \( I(x, y) \), we exploit the canny edge detector to obtain its binary edge image \( E(x, y) \), where 1 denotes edge pixels, and 0 denotes background. These edge pixels are aggregated into different contours \( c_I \), and let \( C = \{ c_i | i = 1, 2, \ldots, L \} \), where each contour \( c_i \) is a maximum set of continuous edge pixels \( e_k \) i.e., \( c_i = \{ e_k | k = 0, \ldots, k, \ldots \text{and} \ e_k^{(0)} \text{is eight-connected to } e_{k+1}^{(0)} \} \). In our implementation, contour \( c_i \) is naturally obtained by the edge tracking step of the Canny edge detection algorithm. Since the strokes of characters always have a range of width and height which depend on the size of characters, the length of edges associated with strokes cannot be too long. Let \( w(c_i) \) and \( h(c_i) \) denote the width and height of minimum enclosing rectangle (MER) of contour \( c_i \), if

\[
\begin{align*}
  w(c_i) &\leq \eta, h(c_i) \leq \tau \\
  \end{align*}
\]

Contour \( c_i \) is retained as the candidate contour associated with strokes, and denoted by \( \tilde{c}_i \), where \( \eta \) and \( \tau \) are the thresholds and the choice of them depends on the size of characters to be detected. In the case of no knowledge about the text size, we take the loose strategy as \( \eta = 41, \tau = 41 \). Otherwise, contour \( c_i \) is removed as the non-stroke edges in complex background.
Additionally, the edge detection on a stroke always generates a pair of parallel edges in a specific direction, and the interval between them should not be too large, as shown in Fig. 2. In what follows, we describe how to detect the existence of parallel edges within a specific range for each contour \(\tilde{c}_i\). Let \(\hat{C}\) denote the set of all the candidate contours \(\tilde{c}_i\). For each edge pixel \(r_k^{(i)} \in \tilde{c}_i\), there is a gradient direction \(\theta_k^{(i)}\); for it, and we quantize \(\theta_k^{(i)}\) into four values, \(\theta_k^{(i)} \in \{0, 1, 2, 3\}\), corresponding to the horizontal, vice-diagonal, vertical, main diagonal directions, respectively, as illustrated in Fig. 3. Apparently, pixels on two parallel lines or correspondences on parallel curves should have the same gradient direction. Thus, each contour \(\tilde{c}_i\) is broken down into more sub-contours \(\tilde{c}_{i,j}\) based on both connectivity of edge pixels and gradient directions, so that each \(\tilde{c}_{i,j}\) has the similar gradient direction, i.e., the same value of \(\theta_k^{(i)}\). As shown in Fig. 4(a), the closed contour for character “K” is decomposed into 13 subcontours. Let \(\hat{C}\) denote the set of all these sub-contours, and \(\tilde{\theta}_k^{(i,j)}\) denote the gradient direction of each edge pixel belonging to \(\tilde{c}_{i,j}\), and we can partition the subcontour set \(\hat{C}\) into four sets \(\hat{C}_s\) = \(\{\tilde{c}_{i,j}\}_i\) \(\tilde{\theta}_k^{(i,j)} = s, i = 1, 2, \ldots, \hat{C} - \bigcup_{s=0}^{3} \hat{C}_s\). To keep the notation simple, in what follows, we use \(c_k^{(s)}\), \(k = 1, 2, \ldots, n_k\), to denote a subcontour in \(\hat{C}\). For each subcontour \(c_k^{(s)}\), we adaptively construct a detection window, as shown in Fig. 5, and count the number of edge pixels on other subcontours with the same direction values as \(\tilde{\theta}_k^{(i,j)}\) to judge whether \(c_k^{(s)}\) has a corresponding parallel edge within a specific range. To obtain the detection window for subcontour \(c_k^{(s)}\), we first compute its MER and then dilate the MER according to different strategies based on \(\theta_k^{(i,j)}\). Concretely, let \((x_0, y_0), (x_1, y_1)\) denote the coordinates of top-left vertex and bottom-right vertex of an MER, respectively, if the gradient direction of the subcontour enclosed by the MER is horizontal, the coordinates of top-left vertex and bottom-right vertex of the corresponding detection window are \((x_0, y_0 - \omega), (x_1, y_1 + \omega)\); otherwise, the detection window is defined by vertex coordinates \((x_0 - \omega, y_0)\) and \((x_1 + \omega, y_1)\), as shown in Fig. 5, where parameter \(\omega\) depends on the width of strokes and reflects the searching range of parallel edge pixels. Based on subcontour set \(\hat{C}_s\), we easily obtain the corresponding edge image \(\hat{E}_{s}\) which consists of edge pixels belonging to \(\tilde{c}_k^{(s)}\). Once the detection window for subcontour \(c_k^{(s)}\) is determined, we can efficiently compute the number of edge pixels, \(v_{s,k}\), in the detection window exploiting the integral image of \(\hat{E}_{s}\). Supposing that \(q_{s,k} - |c_k^{(s)}|\) denotes the number of pixels belonging to \(c_k^{(s)}\), if and only if the detection window for \(c_k^{(s)}\) contains enough edge pixels with the same gradient direction, i.e.,

\[
\frac{v_{s,k} - q_{s,k}}{q_{s,k}} \geq \rho \tag{2}
\]

the subcontour \(c_k^{(s)}\) is classified as stroke-like edge, as shown in Fig. 4(b), where \(\rho\) is a pre-defined threshold (\(\rho = 0.3\) in our experiment). In formula (3), \(v_{s,k} - q_{s,k}\) computes the number of edge pixels with the same gradient direction as \(c_k^{(s)}\) on other subcontours. Here we assume all such edge pixels come from a same parallel edge in the detection window. The parameter \(\omega\) ensures the interval between these edge pixels and contour \(c_k^{(s)}\) falls in the appropriate range. In conclusion, we define stroke-like edges as the edges with the following two properties: 1) the length of a contour should not be too long due to the limited size of characters in videos, 2) a pair of parallel edges should exist, which lie within a specific interval depending on the width of character strokes. If a contour does not satisfy the above properties, it will be removed as a non-stroke edge in complex background. Fig. 6 gives such an example, where the stroke-like edges detected by our stroke-like edge detector are highlighted with the red rectangle, and the non-stroke edges in complex background are highlighted with the green ovals.

### B. Spatial Localization

The task of spatial localization is to locate the caption regions. Many effective methods for text localization are based on the distribution of edges and corners detected in an image. Our work utilizes the stroke-like edge pixels detected from the previous step. This enable us to produce more accurate results based on the distributions of the obtained stroke-like edges. Concretely, a video frame is uniformly divided into \(W \times H\) blocks, as shown in Fig. 7(a). The values of \(W\) and \(H\) depend on the size of video
Fig. 6. Stroke-like edges versus non-stroke edges in complex background.

Fig. 7. Spatial localization. (a) Original frame is divided into 64 blocks by green grid. (b) Localization by the corners distribution. (c) Localization by the stroke-like edges distribution.

frame. We choose $W = 8$, $H = 8$ in our system. Let $N_c^i$ and $N_e^i (i = 1, 2, \ldots, W \times H)$ denote the number of corners and stroke-like edge pixels in the $i$th block, respectively. We adopt the method presented by [24] to detect corner pixels. Concretely, we consider an $8 \times 8$ neighborhood of pixel $p$ in video frame $I$, and calculate its gradient correlation matrix $\Theta_p$ by

$$\Theta_p = \left[ \begin{array}{c} \sum \sigma(p) \left( \frac{dt}{dx} \right)^2 & \sum \sigma(p) \left( \frac{dt}{dx} \cdot \frac{dt}{dy} \right) \\ \sum \sigma(p) \left( \frac{dt}{dx} \cdot \frac{dt}{dy} \right) & \sum \sigma(p) \left( \frac{dt}{dy} \right)^2 \end{array} \right].$$  

(3)

Let $\sigma_p$ denote the minimum eigenvalue of matrix $\Theta_p$. If $\sigma_p > \pi$, where $\pi = 0.05 \times \max_p \{\sigma_p\}$, the pixel $p$ is declared as a corner. We choose $m = 3$ in computing $\Theta_p$. If the $i$th pixel block contains enough stroke-like edge pixels and corner pixels, i.e.,

$$N_c^i > T_x, N_e^i > T_e$$  

(4)

it is marked as a text block, where $T_x$, $T_e$ are thresholds. The choice of $T_x$ and $T_e$ depends on the total number of corners $N_c$ and stroke-like edge pixels $N_e$ in the frame, and $T_x = 0.003 \times N_c$, $T_e = 0.1 \times N_e$ in our system. The incorporation of text blocks is chosen as candidate caption regions.

C. Temporal Localization

Temporal localization aims to find the boundaries of consecutive different captions, so that a video can be decomposed into a sequence of clips, where all the frames in a clip share a same caption, or no caption. Since the characters in captions are composed of strokes, the change of captions makes the change of the distribution of stroke-like edges. Compared with Liu et al. [25], where temporal segmentation is performed by comparing the histograms of the gradient directions of edge pixels, our approach instead exploits the more robust stroke-like edge feature, and design a more accurate comparison measurement. For two consecutive sampled frames $I(x, y)$ and $I_{t+1}(x, y)$, let $E_s^i(x, y)$ and $E_{t+1}^i(x, y)$ denote the corresponding binary stroke-like edge images, where stroke-like edge pixels are denoted by 1 and other pixels by 0, and $E_{t}^{s}(x, y)$ and $E_{t+1}^{s}(x, y)$, $s = 0, 1, 2, 3$, denote the corresponding binary stroke-like edge images with quantized gradient direction $s$ defined in Section II-A, so $E_t(x, y) = \bigcup_{s=0}^{3} E_{t}^{s}(x, y)$. Then we compute how many stroke-like pixels keep unchanged in terms of both spatial location and gradient direction by

$$S_{t,t+1}(x, y) = \sum_{s=0}^{3} \left( E_{t}^{s}(x, y) \land E_{t+1}^{s}(x, y) \right)$$  

(5)

$$\varphi_{t,t+1} = \sum_{(x,y) \in R} S_{t,t+1}(x, y)$$  

(6)

where $R$ is the candidate caption region spatially located in frame $I(x, y)$, and $\land$ denotes logic “and” operation. Further, the ratio $\gamma_{t,t+1}$ of unchanged stroke-like pixels to the total stroke-like pixels in frame $I_t(x, y)$ and $I_{t+1}(x, y)$ can be evaluated by

$$\gamma_{t,t+1} = \frac{\varphi_{t,t+1}}{\sum_{(x,y) \in R} E_t(x,y) \lor E_{t+1}(x,y)}$$  

(7)

where $\lor$ denotes logic “or” operation. If almost all the stroke-like edge pixels in caption candidate region $R$ of $I_t(x, y)$ keep unchanged in terms of both spatial location and gradient direction, i.e., $\gamma_{t,t+1} \geq \xi$, frame $I_{t+1}(x, y)$ should contain the same caption as frame $I_t(x, y)$. Otherwise, our system will consider a new caption appears, or the current caption disappears and no caption at frame $I_{t+1}(x, y)$, and frame $I_t(x, y)$ is the last one in the current clip. To guarantee the accuracy of our system, we choose the threshold $\xi = 0.92$ to follow the loose strategy. The following caption segmentation is based on the results of temporal localization.

D. Localization Post-Processing

It is significant to identify whether a clip generated by temporal localization contains captions, since only the clips containing captions are meaningful for subsequent computation. In our system, if frame $I_t(x, y)$ does not contain enough stroke-like edge pixels, i.e., $\sum_{(x,y)} E_t(x,y) \leq \lambda$, where $\lambda$ is a threshold, frame $I_t(x, y)$ is regarded containing no caption. If a group of consecutive frames $I_t(x, y); I_{t+1}(x, y); \ldots, I_{t+K-1}(x, y)$ does not contain captions, but frame $I_{t+K}(x, y)$ contains captions, frames $I_t(x, y); I_{t+1}(x, y); \ldots, I_{t+K-1}(x, y)$ will form a clip with no caption.

Spatial localization in Section II-B provides only a rough estimation of caption regions, as block-aligned. After temporal localization, spatial and temporal information can be integrated to provide a more accurate estimation of caption.
regions. Assuming that a clip generated by temporal localization contains captions and it is composed of $K$ frames, i.e., $I_t(x, y), I_{t+1}(x, y), \ldots, I_{t+K-1}(x, y)$, we first identify the reliable stroke-like edge pixels by checking how many times such a pixel is consecutively detected, i.e.,

$$
\Gamma_t(x, y) = \frac{1}{K-1} \sum_{t' = t}^{t+K-2} S_{t', t+1}(x, y)
$$

where $S_{t', t+1}(x, y)$ is defined by (5). If the stroke-like edge pixel at location $(x, y)$ is often consecutively detected, i.e., $\Gamma_t(x, y) \geq \mu$, $\mu \in [0, 1]$, the pixel is then regarded as a reliable stroke-like edge pixel. In our system, $\mu = 0.65$. The coordinates of all the reliable stroke-like edge pixels form a set $\Omega$. Let $R_{mer}$ denote the minimum enclosing rectangle which covers all the coordinates in $\Omega$, $w_{mer}$ and $h_{mer}$ denote the width and height of $R_{mer}$, and $(x_0, y_0), (x_1, y_1)$ denote the coordinates of top-left vertex and bottom-right vertex of $R_{mer}$, we can obtain a finer location of caption regions by appropriately dilating $R_{mer}$ horizontally and vertically. The final caption region $R_{final}$ is defined by the coordinates of top-left vertex and bottom-right vertex, i.e., $(x_2 = x_0 - \Delta_x, y_0 - \Delta_y), (x_1 + \Delta_x, y_1 + \Delta_y)$, where

$$
\Delta_x = \min\{6, w_{mer}/40\} \quad \Delta_y = \min\{4, h_{mer}/10\}
$$

in our system.

E. Caption Segmentation

The aim of caption segmentation is to further identify text pixels from pixels in caption region located. Our system adopts a simple and efficient color-based method to extract candidate text pixels. For a clip containing a same caption, we assume that the color of captions is very similar both within a frame and over different frames. In general, in the candidate text regions, the number of character pixels is usually larger than that of pixels with another color, so we estimate the caption color by finding the largest frequency bin in the color histogram corresponding to the caption region localized previously. In practice, we partition the whole RGB color space into 64 cubes, $h_{cube}$, $i = 1, 2, \ldots, 64$, by uniformly quantizing each channel into four bins. For a caption clip, at most five frames are randomly chosen as an observation sample, and its 64-bin color histogram $h_1$, is computed. The index $k$ of the color cube with the largest number of pixels is identified by $k = \arg\max\{h_k\}$, and the $k$th color cube is chosen as the initial estimation of caption color range. Since the text color can lie on or near the border of two neighboring bins, i.e., text pixels can be put into multiple neighboring bins, which may affect the segmentation accuracy, we need to adjust the initial estimation. Concretely, the average color of the pixels in cube $h_k$ is computed by $\kappa = 1/|h_k| \sum_{p \in h_k} r(p)$, where $r(p)$ denotes the color value of pixel $p$. Then, a new cube $h_1$ is constructed with center $\kappa$ and the same size as $h_k$. For any pixel in the caption regions of previously chosen frames, if its color value belongs to the cube $h_1$, the pixel is labeled as candidate text pixel and the remaining pixels are classified as background pixels. As a result, a binary image $H_1(x, y)$ is obtained, where 1 denotes candidate caption pixels and 0 denotes background pixels.

Since some background pixels can also have the similar color, some false stroke areas or character pixels are possible to appear in the output binary images, which will degrade the recognition rate of OCR. So we further exploit the temporal homogeneity of color of text pixels to filter out some background pixels with similar color. Let $B_{t_1}(x, y), B_{t_2}(x, y), \ldots, B_{t_n}(x, y)$ denote the binary segmentation results of the previous color-based method for the randomly chosen frames in a clip, and non-text pixels with the similar color can be removed though applying the logic “and” operation at each pixel location on $B_{t_1}(x, y), B_{t_2}(x, y), \ldots, B_{t_n}(x, y)$, i.e.,

$$
\hat{B}(x, y) = B_{t_1}(x, y) \land B_{t_2}(x, y) \land \cdots \land B_{t_n}(x, y)
$$

where $\hat{B}(x, y)$ is the segmentation result by integrating multiple frames in a clip. Fig. 8 shows an example of caption segmentation. The clip contains four consecutive frames totally. Fig. 8(a) shows one of them. Their corresponding binary images after color-based segmentation are shown in Fig. 8(b)–(e). Applying the temporal “and” operation, we obtain the final result in Fig. 8(f) where the pixels with similar color in complex background are removed.

F. Refining Segmentation Results

As the segmentation result, the binary image $\hat{B}(x, y)$ can still include some background pixels, or lose some true text pixels. Some post-processing techniques based on our a priori knowledge on stroke structure of characters can help us to further refine the segmentation result to some extent. Our observation shows that it is true for Chinese characters and English characters that the gaps exist among strokes and between adjacent characters. So we can remove some background pixels through checking whether a local window contains too many text pixels. To do this, a sliding window is used, which is sufficiently large to cover different strokes or characters. In our system, we choose an 8 by 8 window. At each sliding position in caption regions, if the number of text pixels in it exceeds a predefined threshold, it.
means few gaps between characters or strokes, so all the pixels in the window are labeled as background and the sliding window moves forward 8 pixels. Otherwise, the sliding window will move forward only with a smaller pace of three pixels. In the segmentation of text pixels described above, each pixel is classified independently, but in practice the strokes of a character are always continuous. So the morphological dilation operation is performed to link broken strokes by filling missing pixels.

III. EXPERIMENTAL RESULTS

In our evaluation experiments, two representative and comprehensive datasets are used. The related information of the datasets are summarized in Table I, where duration is measured in terms of the number of frames after 3 frames per second subsampling. The first dataset (called dataset I) consists of 25 movie videos with diverse and complex background. These videos have 17 different kinds of resolutions, and different time durations. The dataset I involves Chinese characters, English words, punctuation symbols, and digits, in which 56% are Chinese characters. To our knowledge, there is no public video dataset available for video text detection and extraction, so most researchers do their experiments on some news videos or images collected from the Internet by themselves. To demonstrate that the proposed system can also handle other video types, we set up dataset II which includes 46 videos covering news, sports, talk shows and entertainment shows, where captions lie on different locations in a frame, and more font styles and sizes are involved. After each video is subsampled by three frames per second, we obtain 67,921 frame images totally. In these frames of dataset II, the smaller size and diverse locations of characters, as well as low resolutions, make it become very challenging.

A. Temporal Localization Performance

Firstly, we evaluate the performance of temporal localization, since the localization results will directly influence the performance of segmentation outcomes as the basis of the following computation. Two metrics are used in the evaluation, i.e., precision $P_{trim} = N_c / N_d$ and recall $R_{trim} = N_c / N_g$, where $N_c$ denotes the number of boundaries correctly detected, $N_d$ denotes the number of boundaries output by our system, and $N_g$ denotes the number of ground-truth boundaries labeled manually. The ground truth boundaries include three cases: 1) from a caption to a different caption; 2) from no caption to a caption; 3) from a caption to no caption. Since labeling the boundaries is a tedious and time-consuming work, we evaluate the performance only on the longest video, which contains 12,888 frames with 1024*576 resolution, and involves Chinese, punctuation symbols and digits. The experimental results are summarized in Table II. We compare the proposed method with two temporal localization methods [23], [25]. Tang et al. [23] exploited the quantized spatial difference density (QSDD) to detect the caption transition frames while [25] was based on comparing the histogram of edge gradient directions. In [23], shot boundaries were first detected to decompose a video into a sequence of shots and then temporal segmentation computation was carried out on each shot. Thus, their method cannot process the captions crossing shot boundaries. In Table II, the experimental results about [23] are obtained based on two facts: 1) we assume that the system of Tang et al. [23] can detect shot boundaries perfectly (no missing and no errors); 2) all captions crossing shot boundaries are assumed to be detected perfectly. In the comparison experiments on the same dataset, the proposed approach has shown more excellent performance than the other two methods, with the increase of 8.6%, 8.5% in $P_{trim}$ and 0.53%, 7% in $R_{trim}$, respectively. We attribute the performance increase to the usage of the proposed stroke-like edge detector, and the better similarity function.

B. Spatial Localization Performance

In order to show the adaptivity of our system, we randomly sample 100 different clips produced by temporal segmentation (50 clips from dataset I and 50 clips from dataset II), so each clip contains the same caption or no caption. For each clip, the first sampled frame is chosen and the text box is manually labeled as the ground truth to evaluate the proposed text localization method. A correct localization rectangle is counted if and only if the intersection of a located text rectangle (LTR) and a ground-truth text rectangle (GTR) covers at least 90% of their union. We also use two metrics: recall $R_{loc} = N_{rec} / N_{gt}$ and precision $P_{loc} = N_{rec} / N_{loc}$ in the evaluation, where $N_{rec}$ denotes the number of text rectangles located correctly, $N_{gt}$ denotes the number of GTRs, and $N_{loc}$ denotes the total number of rectangles located by the proposed system. As shown in Table III, the recall and the precision of localization are both above 95%. Since some test samples have low resolutions and very small characters, the outcome is very satisfactory. Some experimental results are shown in Fig. 9. The blue rectangles shows the localization results of the proposed method, and the red ovals are the missing text region. There are some sticky cases that our system cannot deal with well in the experiments, such as extremely deformed characters, blurring characters owing to small size or high similarity with background where even human eyes are difficult to recognize sometimes, as shown in Fig. 9(g)–(i).

C. Evaluation of Segmentation

We evaluate our segmentation performance based on two groups of experiments. One group of experiments are based on
the character recognition rate obtained by using the commercial Hanwang OCR software to recognize the binary images generated by our caption extraction approach. The character recognition rate $Q$ is defined as the ratio of the number of characters correctly recognized $N_r$ to the total number of input characters $N_t$, i.e., $Q = N_r / N_t$. In the experiments, we randomly sample the segmented captions in dataset I and feed them into the OCR module. The corresponding experimental results are summarized in Table IV. According to Table IV, the recognition rate of Chinese character is higher than that of English and Punc.Symb./Digits because of high similarities between English letters, such as “v” and “y”, as well as the lower resolution of English letters in our dataset. Further, to check the gain of using the temporal “and” operation in our segmentation method, we conduct a separate experiment to compare the recognition rate $Q$ after applying the temporal “and” operation with that of only color-based method, $Q'$, as shown in the fifth column of Table IV. The experiment results show that the temporal “and” operation can bring 2.2% gain to the recognition rate, and even more gain can be obtained for Chinese characters.

The other group of experiments are based on the ground truth manually obtained at the pixel level. We randomly choose 110 different frames from dataset II with more challenges, and manually labeled text pixels in them as ground truth. In the same way, two metrics $R_{seg}$ and $P_{seg}$ are used in the evaluation, i.e., $R_{seg} = N_{tp} / N_{tp}$, $P_{seg} = N_{tp} / N_{tp}$, where $N_{tp}$ denotes the number of text pixels segmented correctly, $N_{tp}$ denotes the number of text pixels in ground truth and $N_{tp}$ denotes the total number of text pixels segmented by the system. The third row in Table III gives the corresponding results of segmentation experiments. Also, some typical segmentation examples are shown in Fig. 10, which involves different types of videos both in dataset I and dataset II, different resolutions and character sets. In the evaluation, the misclassification of pixels mainly come from two aspects of reasons: 1) failure or inaccuracy of localization makes entire or partial text regions are missing before segmentation, as shown in Fig. 10(f), where the caption in the left-top region is not localized, i.e., completely missing; 2) to obtain the high efficiency in the segmentation computation, we only exploit the color information, which makes some background pixels with very similar color are misclassified as text pixels, as shown in Fig. 10(e).

D. Evaluation of Computation Efficiency

We evaluate the computation efficiency of our system on dataset II. The related experiments are performed on a DELL desktop with an Intel Core 2.83 GHz CPU and 4G memories, and the experimental results are listed in Table V. As shown in Table V, the average processing time of each frame in our system is 214.06 milliseconds. Since the system samples 3 frames per second, it means that the proposed approach is able to extract captions from videos at the real time speed. The dataset II is chosen in the evaluation, because caption locations in it vary greatly, compared with those in dataset I, which
mainly lie at the bottom of frames. That means that the system has to execute the localization computation on entire frames. It can be expected that the proposed approach can achieve more high computation efficiency, if some priori knowledge about videos can be used, such as dataset I.

IV. CONCLUSION

In this paper, we propose an efficient and effective caption extraction approach for videos, in which a set of elementary steps are sequentially performed, and the spatio-temporal information are utilized throughout the entire approach (localization, segmentation and post-processing). We present a stroke-like edge detector based on contours, which can effectively remove non-caption edges introduced from complex background and greatly benefit the follow-up spatial and temporal localization processes. The experimental results on two representative datasets have verified the effectiveness and efficiency of the proposed approach.
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<table>
<thead>
<tr>
<th>Number of videos</th>
<th>46</th>
</tr>
</thead>
<tbody>
<tr>
<td>The total duration of videos</td>
<td>6h 17m 20s</td>
</tr>
<tr>
<td>Location and segmentation time</td>
<td>4h 2m 19s</td>
</tr>
<tr>
<td>Average running time</td>
<td>214.06ms/frame</td>
</tr>
</tbody>
</table>

TABLE V

COMPUTING COST OF THE PROPOSED APPROACH ON DATASET II
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