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Abstract—We present a new approach to face relighting by jointly estimating the pose, reflectance functions, and lighting from as few as one image of a face. Upon such estimation, we can synthesize the face image under any prescribed new lighting condition. In contrast to commonly used face shape models or shape-dependent models, we neither recover nor assume the 3-D face shape during the estimation process. Instead, we train a pose- and pixel-dependent subspace model of the reflectance function using a face database that contains samples of pose and illumination for a large number of individuals (e.g., the CMU PIE database and the Yale database). Using this subspace model, we can estimate the pose, the reflectance functions, and the lighting condition of any given face image. Our approach lends itself to practical applications thanks to many desirable properties, including the preservation of the non-Lambertian skin reflectance properties and facial hair, as well as reproduction of various shadows on the face. Extensive experiments show that, compared to recent representative face relighting techniques, our method successfully produces better results, in terms of subjective and objective quality, without reconstructing a 3-D shape.

I. INTRODUCTION

FACE relighting has received increasing attention from image processing, computer vision, and graphics communities due to its various applications such as face recognition, video conferencing, virtual reality, movie special effects, and digital face cloning.

In this paper, we propose a new face relighting approach that synthesizes a face image under any lighting condition given as few as one input image of the same face. The input image can be the image(s) of the same face under the unknown lighting condition(s) in an unknown pose. For realistic face synthesis, the face relighting algorithm needs to hold the following three properties: retaining facial features, reproducing various skin reflectance properties, and preserving the identity of a subject. Although a large number of face relighting approaches have been developed previously, generating a plausible face image is still a challenging task due to the difficulty of modeling the various features of faces. In fact, most of existing face relighting work [1]–[18] aims to improve the face recognition rate instead of the quality of the synthesized face image. In face recognition, the third property, preserving the identity of a subject, is the primary concern while the other two properties are not critical. Unlike most of the prior work in face relighting, we do not limit the application of the proposed algorithm to the face recognition task. Instead, we develop the algorithm that possesses three desirable properties mentioned earlier such that it can be useful to many practical applications. In face relighting, one must first factorize a single image or multiple images into the lighting and reflectance components. In recent years, many algorithms have been proposed to solve this factorization problem: Morphable faces [20], [21], Quotient Image [22], Illumination Cone [27], [2], [1], Spherical Harmonic Subspace [12], [19], [28], [9], [11], [10], [25], Intrinsic Images [32], [31], [8], [23], and TensorFaces [30], [13], [14]. As shown in Fig. 1, these face relighting methods can be categorized based on whether a (3-D) shape model, the Lambertian assumption, or a subspace model is used or not. With the same criteria, our proposed algorithm is considered as a face relighting method without a shape model, accounting for the non-Lambertian reflectance, and using the subspace model (more precisely the subspace model of the reflectance function). In the following subsections, we review existing approaches in face relighting and highlight the advantages of our approach compared to closely related work.

A. Shape Models

Morphable face [20] proposed by Blanz and Vetter is known as one of the most powerful shape models for a human face. They constructed a generic subspace model for shape and texture separately from the 3-D face database using principal component analysis (PCA). Then, they used the shape and texture subspace model to constrain the shape and texture estimation, respectively. To recover the reflectance properties, they used the Phong reflectance model. As a result, they rendered realistic face
images under any lighting condition at any pose. However, Morphable model did not handle the facial hair in the input face because both their reflectance model, the Phong model, and their shape model did not account for the facial hair.

Wen et al. [34] proposed an efficient face relighting algorithm by using a shape model and a ratio-image-based technique to render the Lambertian faces. Zhao and Chellappa [26] recovered the shape of the face using the shape from shading (SFS) algorithm from a single input image. They imposed an intuitive constraint, a symmetric face for the frontal pose, to improve the shape reconstruction. Smith and Hancock [24] developed a statistical model for the normal map of faces under the SFS framework. Sim [3] used a Lambertian reflectance model to deal with the illumination variation and also included an additional model to encapsulate any residue that was not absorbed by the Lambertian assumption. They trained the statistical model of the albedo-normal map as well as the residue, and used it to re-illuminate the face under a new lighting condition. All these methods, however, did not reproduce the different types of surface reflectance properties and the facial hair in the synthesized face image because they inherently assumed the Lambertian surface for faces.

B. Quotient Image

Shashua and Riklin-Raviv [22] proposed the Quotient Image technique to extract an illumination invariant signature (e.g., an albedo map) from a single image with the Lambertian assumption. They assumed that the objects in the same class had the same shape but differed only in their albedo functions. Given two objects under the same class, they computed the Quotient Image, which was the ratio of their albedo functions, and used it for face relighting. Due to the underlying assumptions, the same shape and the Lambertian reflectance, their relighting results did not appear convincing.

C. Subspace Models

The subspace models for the illumination variation have been discussed by many others [27], [12], [11], [19], [28], [15], [5], [25], [30], [8], [4], [14], [23]. Belhumeur and Kriegman [27] have shown that the set of images of an object in the fixed pose, but under all possible lighting directions, form a convex cone, termed the Illumination Cone, in the image space. They have shown that the Illumination Cone of a convex Lambertian object can be constructed from as few as three images, which is analogous to the discussion by Shashua [5]. Basri and Jacobs [19] and Ramamoorthi and Hanrahan [28] independently developed the spherical harmonic representation for the illumination subspace. They have shown that the set of images of a convex Lambertian object under all possible lighting directions can be approximated by a 9-D linear subspace. Later, Zhang et al. [11] used the Spherical Harmonic Subspace Model combined with a Morphable Model, referred to as a Spherical Harmonic Basis Morphable Model (SHBMM), to estimate both the shape and the illumination variation of the face. More recently, Wang et al. [12] extended the SHBMM from Zhang et al. by modeling the statistical distribution and spatial coherence of face texture. As a result, Wang et al. reported a better face recognition rate than Zhang et al. under harsh lighting conditions. Zhou and Chellappa [4] proposed to use a linear subspace model for both the illumination and the pose variation of faces under the Lambertian assumption. Chen and Chen [8] used an illumination subspace model to compute the Intrinsic Images [31] (e.g., the reflectance image (albedo) under the Lambertian assumption and the illumination image) from a face image. However, with all of these approaches, the subspace dimension can grow to infinity if both the shadows and the non-Lambertian reflectance are considered. Most faces are not Lambertian and often contain shadows.

TensorFaces [30] provided a multidimensional subspace model to handle various factors in the face image simultaneously (e.g., the illumination, pose, and expression) using a multilinear singular value decomposition (SVD) [33]. In the task of face relighting, there are two factors, illumination and identity, to form a 3-mode tensor. Then, one can derive a bilinear subspace model for the face illumination without the Lambertian assumption and the shape model. Recently, Lee et al. [14] proposed a new bilinear subspace model for the illumination and the shape and showed that their model was more efficient to represent the illumination variation on the face images than the Spherical Harmonic Subspace model. While TensorFaces analyzed the most representative multilinear subspace of face images, Yan et al. [18] used the most discriminative multilinear subspace of face images for face recognition. Their subspace model can be useful for face recognition but not for face synthesis.

D. Related Work

A light stage was introduced by Debevec et al. [35] to measure the reflectance of a static face. Later, Wegner et al. [36] used a high-speed camera and light sources to acquire reflectance of a dynamic face subject. More recently, Peers et al. [37] proposed to transfer the lighting of a target face into an input face by warping the ratio image of the target face according to the input face. All these techniques are capable to handle the important facial features including the facial hairs and the non-Lambertian reflectance properties. Furthermore, their relighting performance in general is superior to any other technique mentioned in this paper, including the proposed algorithm. However, their approaches require to capture the input face under the controlled environment. Therefore, the applications of these approaches are limited by this requirement. Note that all other previous work introduced in this paper including our method handles the input face under the unknown lighting condition as well as the uncontrolled environment.

E. Proposed Algorithm

We construct a subspace model of the reflectance functions from an existing face database (either the PIE database [29] or the Yale database [1]). Note that we derive a subspace model of the reflectance function for each pixel and each pose. Based on our subspace models, we estimate three unknown factors in the input face image(s), the lighting, the pose, and the reflectance functions, in a sequential manner. Our work is different from all other subspace model-based approaches in the following senses.

First, we derive the subspace model of the reflectance function (including the non-Lambertian reflectance and shadows)
as opposed to the appearance (e.g., the pixel values). Although we do not handle the shape of the face explicitly, our subspace model implicitly incorporates the structural information of general faces as it reflects the illumination caused by the structure of the environment. Since we obtain sampled reflectance functions directly from the database, our model accounts for both attached shadow, which is caused by the lighting facing opposite the surface normal [25], and cast shadow, which is caused by self-occlusion (e.g., the shadow along the nose). Additionally, our subspace model learns the various reflectance properties of facial features, most notably the facial hair, from the training data, so that we can successfully recover the reflectance of the facial hair as well. Note that virtually all existing face relighting approaches we surveyed, regardless of their models, are incapable to estimate the reflectance properties of the facial hair in the synthesized image since the facial hair does not obey either their reflectance model (e.g., a Lambertian model or a Phong model) or their shape model (e.g., a Morphable model) very well.

Second, we construct a robust subspace model not for an entire face image but for each pixel. Due to this key difference (an image versus a pixel), we have more model parameters and, thus, greater modeling power than all other subspace models. As a result, the proposed subspace model, which uses the basis functions of the reflectance function at each pixel, potentially fits a given face better than other subspace models that use basis images (Illumination Cone, Spherical Harmonics Subspace, and TensorFaces). In fact, it is how we avoid the subspace dimension to grow prohibitively large. While we derive a different subspace model of the reflectance function for each pixel, we take the reflectance functions from the neighboring pixels into account for model learning. This training scheme results that the subspace models in the pixel neighborhood vary smoothly. Indeed, this feature plays an important role in significantly reducing the impact of facial registration error.

As a result, the proposed algorithm is attractive thanks to the following novel features and advantages.

- It can reproduce plausible appearance and fine image details without resorting to a sophisticated shape and texture models.
- It can reproduce different types of skin reflectance properties (e.g., skin specularity and facial hair).
- It is robust to the face registration error.
- It is a flexible model that works well with the population outside of training set.

The proposed approach consists of three stages: model learning, inference, and synthesis. In model learning (Section II), we collect the reflectance functions from a face data-base and derive a subspace model of the reflectance function for each pixel at each pose. In this paper, we assume the rough alignment of both the training images and the input image. The subspace model is computed just once and used repeatedly for any novel face image. With inference (Section III), we recover the lighting, the pose, and the reflectance functions from input image(s). We use an iterative expectation-maximization (EM) approach to solve for the lighting and the pose, and reflectance functions.

Finally, we synthesize the face under any new lighting condition using the estimated reflectance functions (Section V). Experimental results are presented in Section VI. We will first present some synthesized results to show that we can successfully handle various facial features (Section VI-B). Then, we will compare synthesized face images from the proposed algorithm with the ones from four recent representative face relighting algorithms: Sim’s method [3] and TensorFaces [30] (Section VI-C), the quotient image [22] (Section VI-D), and a Spherical Harmonic Basis Morphable Model (SHMM) [11] (Section VI-E). These algorithms are selected to represent the universe of the face relighting algorithms shown in Fig. 1. In Section VI-F, we present the subjective comparison results between the proposed algorithm and each of the above four face relighting algorithms. Finally, in Section VII, we conclude that the proposed algorithm is robust and effective for the realistic face synthesis, and, therefore, it is useful to many practical applications involving face relighting.

II. MODEL LEARNING

A bidirectional reflectance distribution function (BRDF), \( F(\theta_i, \phi_i; \theta_r, \phi_r) \), is defined as the ratio of reflected radiance exiting to a particular view direction \((\theta_r, \phi_r)\) over the irradiance for a particular incident directional light source at \((\theta_i, \phi_i)\) (see Fig. 2). By fixing a view direction, the BRDF becomes a 2-D function, \( F(\theta_i, \phi_i; \theta_r = \theta_0, \phi_r = \phi_0) \), and we refer this 2-D function as to a reflectance function. We discretize \((\theta_i, \phi_i)\) at \((\theta_d, \phi_d)\) where \(d = 1, 2, \ldots, D\) and concatenate \(D\) discrete samples of this reflectance function to form a column vector \(F\). Also, a column vector \(I\) contains \(D\) discrete samples of \(I(\theta_i, \phi_i)\), which represents the lighting. According to the definition of the reflectance function, a pixel value, \(i\), is

\[
i = \sum_{d=1}^{D} F(\theta_d, \phi_d; \theta_r = \theta_0, \phi_r = \phi_0) I(\theta_d, \phi_d)
\]

(1)

In general, the lighting changes for every pixel on the object surface, and, therefore, we need a 4-D representation such as \(I(\theta_i, \phi_i; m, n)\) to fully describe spatially varying illumination over the surface (for simplicity, we will use \(n\) instead of \((m, n)\) to indicate a pixel index). However, in this paper, we ignore such an effect and assume the directionally varying illumination only, same as all other face relighting methods in literature.

To construct the model, we first collect the reflectance functions from a roughly aligned (only according to the positions of eyes and nose) and cropped face database (PIE [29] or Yale [1]). Note that the same alignment scheme will be applied to the input face image. Then, we construct a 3-D tensor as the white
box shown in Fig. 3. Each face image in the database is illuminated by a single directional light source. Then, we perform PCA on a set of reflectance functions (the gray box) in Fig. 3, where $W$ is the number of pixels in a neighborhood window centered at a certain pixel location $n_i$ in order to derive the corresponding subspace model. More specifically, we compute the covariance matrix of $SWD$-dimensional vectors and derive its mean vector and a set of eigenvectors. The choice of $W$ will determine the range of the local neighborhood that is used to train the model. By introducing $W$, the subspace model at a particular pixel represents the reflectance function for not only the corresponding pixel but also its neighboring pixels. Because of $W$, the subspace model can tolerate the mismatch of the pixel registration within a $w 	imes w$ window, which eventually can handle face registration error. As a result, we can avoid an elaborate pixel matching process between the model and the input image.

Using the PCA subspace model, the reflectance function can be approximated by the first few eigenvectors corresponding to the largest eigenvalues

$$f = \sum_{j=1}^{D} c_j e_j + m \approx \sum_{j=1}^{J} c_j e_j + m, \quad (J \ll D). \quad (2)$$

The actual dimension of the tensor is dependent on the database. From the PIE face database [29], we have $D = 21$, $N = 10000$, $S = 65$, and $P = 13$. For the Yale extended B database [1], we have $D = 64$, $N = 10000$, $S = 37$, and $P = 9$. Note that, although the reflectance functions from each database might be sampled sparsely (the true reflectance function is composed of the reflectance values from all possible directional lights located on the hemisphere), we will show that plausible results for face synthesis can be obtained. Also, we use $J = 4$ compared to $D = 21$ for the subspace models from the PIE database and $J = 11$ compared to $D = 64$ for the models from the Yale database. With the selected $J$, we ensure that the first $J$ eigenvectors capture more than $98\%$ of the variation of the reflectance function in each database. Also, we use $W = 49$ (pixels within a $7 \times 7$ window), which is selected by empirical study.

III. INFERENC

In this section, we describe the algorithm for estimating the pose, and the reflectance functions of the input face and the lighting condition. We use the subspace model derived in Section II to constrain the estimation and also use an iterative EM-like approach to sequentially estimate three factors. With the initial guess of the reflectance functions, we compute the pose and the lighting in Step 1. With the estimated lighting and pose from Step 1, we compute the reflectance function for each pixel in Step 2. This constitutes one iteration. We repeat the iterations until the estimated reflectance function, $f$, over all pixels converge. From the experiment, we observe that, in general, these three factors converge within three iterations. The detail of each step is demonstrated in Sections III-A and III-B, respectively. Note that $X$ is the total number of input images and $x$ is the index of each input.

A. Step 1: Estimating the Lighting and the Pose

In the first step, we estimate the lighting $f$ for each image and the pose $p$. For each image $x$, the estimation procedure is as follows.

1) For a certain pose, we compute $I$ in (3) by setting $f = m$ for initialization. Note that $f$ will be updated after the Step 2 in Section III-B

$$I = \arg \min_{f} \sum_{n=1}^{X} \| i_{n} - \mathbf{m}^T f \|^2 \quad s.t. \min(I) \geq 0. \quad (3)$$

2) Repeat 1) for all possible poses and choose the pose corresponding to the smallest residue. Then, we use corresponding $I$ for the estimated lighting condition. Note that the constraint in (3) implies that the brightness of the lighting should be positive.

B. Step 2: Estimating the Reflectance Functions

In the second step (step 2), given $I$, $p$ and $i$ at each pixel, we approximate $f$ by computing the objective function in (4) with the subspace constraint. We drop the pixel index $n$ for the simplicity although $f$, $m$, $i$ and $\alpha$ depend on $n$

$$f = \arg \min_{f} \sum_{x=1}^{X} \| i_{x} - \mathbf{m}^T f \|^2 + \alpha(\mathbf{f}, \mathbf{m}) \quad s.t. f \in \text{span}\{e_1, e_2, \ldots, e_J\}. \quad (4)$$

The first term in (4) finds the best estimate of $f$ that minimizes the distance between $f$ and a PCA subspace when $i$ and estimated $I$ are given. The second term, a regularization term with $\alpha$ as a weighting factor, penalizes the deviation of our estimate from the mean $m$. The regularization term is defined by the Mahalanobis distance, $d(f, m)$ in (4). Letting $f = \sum_{j=1}^{J} c_j e_j + m$, we rewrite the objective function in terms of $[e_1, \ldots, e_j]$, $[\lambda_1, \ldots, \lambda_J]$, and $[c_1, \ldots, c_J]$. That is

$$\begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_J \end{bmatrix} = \arg \min_{c_1, \ldots, c_J} \sum_{x=1}^{X} \left( i_{x} - \sum_{j=1}^{J} c_j e_j^T 1 - \mathbf{m}^T 1 \right)^2 + \alpha \sum_{j=1}^{J} \lambda_j \quad (5)$$

where $e_j$, $\lambda_j$, and $c_j$ are the $j$th eigenvector, eigenvalue, and coefficient, respectively.

We introduce the weight, $\alpha$, to balance the two terms in (5). In practice, a proper $\alpha$ at each pixel $n$ can suppress the artifacts
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caused by the cast shadow. We compose $\alpha$ for all the pixels into a weighting map. The scheme to compute $\alpha$ is described in Section IV.

IV. IMPLEMENTATION DETAILS

In this section, we first discuss the method to compute the weighting map. Before explaining how to compute the weighting map, we first look at the synthesized image without the regularization term (the first image among the synthesized images in Fig. 4). From this result, we observe that our subspace model does not handle pixels along cast shadow boundaries perfectly, which results in an erroneous estimate of $f$. To control such artifacts, we assign larger weight to the regularization term in (5) wherever it is determined that the pixel belongs to the cast shadow boundaries in the input images. Compared to using no or uniform $\alpha$ weighting, adaptive weighting reduces cast shadow artifacts, and, thus, it produces synthesized results (column 4) more consistent with the ground truth (column 5).

To detect cast shadow boundaries, we use a pretrained mask, which indicates the possible regions for cast shadow boundaries, and the edge map of each input image. As shown in Fig. 5, we find that the edge map of the input image contains cast shadow boundaries as well as intrinsic facial features (e.g., eyes, nose, and lips). Since we aim to detect cast shadow boundaries only, we need a mask that excludes intrinsic facial features and, at the same time, retains cast shadow boundaries. Such a mask can be computed by identifying outliers of our model. To train this mask, we estimate the reflectance functions from one input image in the training database without the regularization term and synthesize face images using such estimated reflectance functions. Then, we subtract these synthesized images from the ground truth images. If the error is large at a particular pixel, we consider the pixel in a region that does not follow the subspace model very well. We average the error and threshold them to generate the mask shown in Fig. 5. To compute the edge map, we apply the Canny edge detector to the input image. If multiple input images are available, we add multiple edge maps from all of the input images to generate the final edge map. Multiplying the mask with the final edge map retains only the cast shadow boundaries and excludes intrinsic facial features. Finally, we apply a Gaussian blurring kernel to ensure spatial smoothness in the weighting map. Note that the final weighting map is dependent on the input images (Fig. 5).

In Section III, we implicitly assume that the spatial resolution of the input image matches the resolution of images in the training database. If the resolution of the input image differs from the training images, we perform the nearest neighborhood re-sampling on the PCA subspace model to match the resolution of the PCA models to the input image.

V. SYNTHESIS

In Sections III and IV, we discuss our method to estimate the pose, the reflectance functions of the face, and the lighting. For synthesizing the face image under a new lighting condition, we have two schemes.

If the new lighting condition, $I$, is given by the user, we can use (1) to compute a pixel value under this new lighting condition. We call this process the synthesis scheme $A$.

Instead of providing a prescribed lighting condition $I$, users can specify the lighting condition using another face image. That is, users can provide two face images, one for recovering its reflectance (an input image) and another for extracting its lighting condition (a target image). Then, we can re-illuminate the input image under the lighting present in the target image. We call this process the synthesis scheme $B$.

VI. EXPERIMENTAL RESULTS

In Sections VI-C–VI-E, we present the synthesized results compared to the results from existing approaches, while in Section VI-F, we are able to provide the subjective comparison results between our approach and others based on visual evaluation by human observers. Except for the results presented in Fig. 12, we use the synthesis scheme $A$ to relight the faces. In Fig. 12, we apply the synthesis scheme $B$.

We used two face databases (PIE and Yale) and trained subspace models per the database in Section II. For all of the experiments, we ensure that none of the evaluation subjects is used in training the subspace model. In fact, in Sections VI-C and VI-D, the evaluation subject is either drawn from a different database or an unrelated natural image. In either case, we represent the
lighting condition in the input image as a linear combination of \( D \) directional light sources that appeared in the training database. Even with the small mismatch in the lighting configuration between the input image and the trained model, we can still present good results in Sections VI-C and VI-D.

A. Pose and Lighting Estimation

In this section, we analyze the performance of the pose and the lighting estimation. We run the experiment 9009 times (13 poses \( \times \) 33 subjects \( \times \) 21 lighting conditions) to obtain the results. Also, for the experiment, we use subspace models of the reflectance functions derived from the PIE database and obtain a single input image from the same database (again, not part of the training set).

In this experiment, we obtain 4.53 degrees for the root mean square error (RMSE) in the pose estimation. In fact, we notice that small errors in pose estimation are visually acceptable and do not cause significant problems for the face synthesis. Fig. 6 demonstrates the synthesized results when we deliberately use the model for an incorrect pose (the first row in Fig. 6), instead of the correct pose (the second row in Fig. 6). The first row in Fig. 6 shows that the synthesized images using the subspace model of a neighboring pose (typical for an incorrect pose estimation) are quite acceptable compared to both the ground truth (third row) and the best synthesized results (second row). Based on our experience, if the pose estimation error is below 15 degrees, the results are visually close to the best synthesized results. This property is particularly desirable in practice. From the same experiment, we compute the RMSE for the lighting estimation and the error is only 0.0092 when the intensity of the ground truth lighting is unity.

B. Face Synthesis With Various Facial Features

In this section, we compare the synthesized images with their ground truth images in Figs. 7 and 8, respectively. In each row, the first group of images is the input image(s) and the last group of four images is the synthesized images. Each column in the second group corresponds to the same lighting condition and the image in the third row is the ground truth under the corresponding lighting condition.

Fig. 7 shows that we can recover the various skin reflectance properties such as the non-Lambertian specularity. From Fig. 8, we observe that the facial hair in the original input image is preserved well in the synthesized images. Additionally, the last two columns in Figs. 7 and 8 clearly show the effects of both the attached shadow and the cast shadow. These results justify that, without explicitly modeling the shape of the face, the proposed approach is able to successfully generate the 3-D effects in the synthesized images and handle various skin reflectance properties. As mentioned earlier in Section I, to the best of our knowledge, all existing face relighting methods including the most recent work [12] fail to synthesize the subjects with the facial hair since their models do not account for facial hair [38].

Moreover, with two input images in the second row, we can considerably improve the accuracy of the synthesized images. It is clear that the illumination on the forehead and cheek from the second row is more accurate than the one from the first row in Figs. 7 and 8.

C. Comparison With the Sim’s Method and Tensorfaces

In Figs. 9 and 10, we make a comparison with other work, TensorFaces [30] and a statistical face rendering technique proposed by Sim [3], both qualitatively and quantitatively. In this experiment, all three methods use the PIE database to construct the model as well as to select the input image.

For the TensorFaces, we used all eigenvectors from a 3-mode tensor SVD. Also, we used the ground truth lighting to synthesize the images shown in Figs. 9 and 10, which implies that it is the ideal and most favorable setting for the TensorFaces technique. In contrast, the lighting condition for the proposed algorithm and Sim’s method is estimated with its own method.

From the synthesized results presented in Fig. 9, our synthesized face images (column 3) are more realistic and perceptu-
Fig. 8. Preserving the facial hair. Last four images in first and second rows: Synthesized faces. Third row: Ground truth. Each column: Same lighting condition.

Fig. 9. Qualitative comparison with TensorFaces [30] and Sim’s method [3]. (1) TensorFaces. (2) Sim’s method. (3) Proposed algorithm and ground truth.

Fig. 10. Quantitative comparison with TensorFaces [30] and Sim’s method [3] (correlation).

Fig. 11. Comparison with the quotient image [22]. (1) Shashua and Riklin-Raviv [22]. (2) Proposed approach.

ally closer to the ground truth images (column 4). In particular, the synthesized results for subject 57 show that we handle the cast shadow much better than Sim (column 2). The TensorFaces approach often fails to preserve the identity of the subject, i.e., the synthesized face looks like a different person, although it reproduces the illumination reasonably well (subject 57). For quantitative comparison, we compute the correlation value between the synthesized images and the ground truth images. Each curve in Fig. 10 shows the curve of average correlation over 65 subjects with a pair of input images are randomly drawn ten times. We synthesized face images under 21 different lighting conditions to generate the curve. That means, a total of $65 \times 10 \times 21 = 13650$ images have been synthesized. The synthesized images using our method are much closer to the ground truth in terms of the correlation. In summary, we outperform Sim [3] and the TensorFaces both qualitatively and quantitatively.

D. Comparison With Quotient Image

Fig. 11 compares the Quotient Image with the proposed algorithm. We apply our technique to a single input face image
captured naturally as opposed to in studios. In this experiment, we use the subspace model from the Yale database and obtain the same input images used by Shashua and Riklin-Raviv [22]. Then, we synthesize the face images under various lighting conditions as shown in Fig. 11. In general, the results by [22] do not appear as convincing because the lighting effect is not consistent in different parts of the face. In addition, the skin texture of the synthesized face is not realistic, as its Lambertian assumption allows representation of diffuse texture only. Furthermore, their results do not show the expected cast shadows very well. The same observations hold for other synthesized images.

E. Comparison With Spherical Harmonic Basis Morphable Model (SHBMM)

In this section, we compare our synthesized results with the ones from Zhang et al. [11]. Note that, in this experiment, we use the subspace models of the reflectance functions from the Yale database while the input image in Fig. 12 is from the PIE database.

The approach introduced by Zhang et al. uses the SHBMM to model both the illumination and the shape. In Fig. 12, we compare the face relighting algorithm by Zhang et al. [11] with the proposed algorithm. We use the same input image and the target image used by Zhang et al. and synthesize the face images using the synthesis scheme $B$ (see Section V). The synthesis results from Zhang et al. present some artifacts along the lip corner. Moreover, the skin reflectance is not realistic as they only preserve the Lambertian property (the synthesized face surface appears plastic). Overall, we observe that our method performs better than Zhang et al. [11] in terms of reproducing the exact lighting effects (e.g., the contrast between the left and the right half of the face) and estimating the various skin reflectance properties (e.g., specularity on the bright spot of the forehead and the cheek). Consequently, our method, without an elaborate shape model, is visually pleasing compared to the most recent face relighting algorithm using a shape model and better in producing various skin reflectance properties.

In the last column of Fig. 12, Zhang et al. have created a sharp cast shadow along the nose while our synthesized shadow is somewhat soft. Since the model by Zhang et al. does not account for the shadow, they could detect the shadow area as an outlier of the model in the target image and retain the shadows from the target face. Consequently, they were able to copy this shadow to the input face. Although their generated shadow is not realistic either, it may seem plausible to untrained eyes. In the future, we will investigate a method of casting the sharp shadow on the input face by learning from the target image.

F. Subjective Evaluation

In Section VI-C, we have shown our quantitative comparison results by presenting the correlation values between the synthesized images and the ground truth images. However, the ground truth images are not often available and, furthermore, the correlation measure does not always correspond to human perception. In this section, we perform the subjective evaluation to obtain the score/rank of our synthesized results as well as the results from other algorithms. The experiment was performed on the examples shown in Sections VI-C–VI-E, and totally 40 participants joined in this evaluation. During the evaluation, the order of the synthesized results was set arbitrarily and the participants spend approximately 10 s to evaluate each image.

Comparison with Sim and TensorFaces. We used a total of 18 synthesized images for this subjective study. For each input image, we presented three synthesized images (from the proposed algorithm, Sim, and TensorFaces, respectively) and the ground truth image to participants. Then, we asked the participants to rank three synthesized images between 1 to 3 (1: the best, 2: the second best, 3: the third best).

The average vote for the proposed algorithm, Sim, and TensorFaces were 1.11, 2.21, and 2.63 when their corresponding standard deviation values were 0.13, 0.16, and 0.23, respectively. This is statistically significant and justifies that, in Fig. 10, our synthesized results are superior perceptually to the ones from Sim and TensorFaces.

Comparison with Quotient Image. We displayed the input image and eight synthesized images (four images for each algorithm) to participants. Then, the participants were asked to score each synthesized image between 1 to 5 (1: it is a real photograph, 2: it is probably a real photograph, 3: it is hard to judge,
4: it is probably not a real photograph, 5: it is definitely not a real photograph).

The average score for the proposed algorithm was 2.40 with a standard deviation of 0.60, while the average score of the Quotient image was 3.91 with a standard deviation of 0.65. That means the participants, overall, perceive that our synthesized results are more convincing than the results from the Quotient Image.

**Comparison with the SHBMM.** First, to compare our approach with Zhang et al.’s method, we provide an input face image and a target image as well as two synthesized images as shown in Fig. 12. Then, the participants rank two synthesized images (1: more likely, 2: less likely) based on which image is more likely to be a real photograph of the input face under the target lighting condition. A total of ten synthesized images were evaluated in this experiment.

As a result, the proposed algorithm scored 1.28 with a standard deviation of 0.20 while Zhang et al. [11] achieved 1.72 with the same standard deviation. Our synthesized results performed better in the subjective evaluation task compared to Zhang et al.

Based on the subjective evaluation results in this section, we believe that the proposed algorithm is more effective than four recent representative face relighting algorithms for synthesizing perceptually realistic face images.

**G. Summary**

We summarize the experimental results presented in Sections VI-A–VI-F, as follows:

1) The proposed algorithm achieves high accuracy for the lighting and pose estimation. We also show that the small pose error during the pose estimation is acceptable for face synthesis.

2) The proposed algorithm outperforms four existing representative face relighting methods, [3], [11], [22], [30], based on the subjective evaluation results.

3) The proposed algorithm preserves the non-Lambertian reflectance property of the skin as well as the facial hair in the synthesized images. Note that virtually all existing face relighting algorithms we surveyed, regardless of their models, could not reproduce the facial hair in the synthesized image very well. Also, without a sophisticated 3-D shape model, we can reproduce both the attached and cast shadow.

4) The proposed algorithm can be successfully applied to the practical applications that require retaining facial features, reproducing various skin reflectance properties, and preserving the identity of a subject.

**Limitation of the Proposed Algorithm.** In Sections VI-A–G, we produced plausible synthesized results using the input image(s) under the normal lighting condition. Recently, Wang et al. [12] improved the approach by Zhang et al. [11] and showed that they could recover the lighting, shape, and albedo from the input image even under harsh lighting condition. Compared to Wang et al., our approach does not produce the good results under the extreme lighting condition. More specifically, the extreme lighting conditions correspond to the lighting of which angles from the camera optical axis is larger than 50°. This is because they use the shape model with the spatially dependent texture model to perceive the missing components in the input image while we do not impose a spatial constraint on the reflectance functions. However, Wang et al. treated other important facial features as outliers of their model and, therefore, could not reproduce various facial features, e.g., non-Lambertian skin reflectance properties and facial hair, in the synthesized image. Despite of the disadvantage of their method, it is definitely useful if we can handle the input face under the harsh lighting condition.

We are currently developing a region-based subspace model, which considers the spatial relationship among neighboring pixels, in order to improve the effectiveness of our approach under the harsh lighting condition.

Additionally, our method is currently limited by the occlusion and facial expression changes in the input face image. We believe that a region-based subspace model will be appropriate to solve the occlusion problem since it is capable to recover the missing pixels in the input image based on other pixels in the same region.

**Remark on the Image Resolution.** In Section IV, we briefly mentioned our strategy to handle the input images from various resolutions. The results in Fig. 13 show that we can successfully process the input images which resolution differ from the training images. Particularly, in the third row of the figure, the dullness did not appeared in the synthesized results although we applied the nearest neighborhood interpolation on our subspace model to increase the resolution of the PCA models up to the input image size. Note that using the same subspace model among the neighboring pixels does not result in the same reflectance functions along the neighboring region. This is how the PCA model is reliable to the resolution of the input images. The same resampling method was applied to obtain the images in the first row.

**Fig. 13.** Synthesized results using inputs with various image sizes. First column: Input image. First row: Images at 54 × 54. Second row: Images at 100 × 100. Third row: Images at 543 × 543.
Remark on Pose Changes. To handle the faces under various poses, we constructed the pose-dependent subspace models and applied the pose model corresponding to the pose of the input face for inference and synthesis. From the PIE database, we built a total of 13 pose models, when nine pose models cover approximately $\pm 75^\circ$ in azimuth and four pose models cover $\pm 15^\circ$ in altitude. Also, in Section VI-A, we have shown that each pose model can tolerate $\pm 15^\circ$ of the pose mismatch. Therefore, our subspace model accounts for the poses of $\pm 90^\circ$ in azimuth and $\pm 30^\circ$ in altitude. We believe that this range is reasonable to handle most of pose variations in the face images.

VII. CONCLUSION AND FUTURE WORK

We present a robust subspace model of the reflectance function for face relighting. Using the proposed approach, we can synthesize a face under arbitrary lighting conditions without knowing its original pose and lighting condition.

Our subspace model encapsulates structural information implicitly such that we generate the expected 3-D effects without knowing its original pose and lighting condition. Moreover, we do not rely on an explicit physical reflectance model (e.g., a Lambertian model or a Phong model), and, thus, we can handle a variety of surface properties, as well as the facial hair. Furthermore, we can handle face registration error because the proposed model of the reflectance function represents the reflectance functions of neighboring pixels as well.

Extensive evaluation and benchmarking with recent representative approaches have demonstrated the robustness of the proposed relighting algorithm. Successful synthesis from naturally acquired images has shown the flexibility of our model for the general face subjects, and, thus, it demonstrates the potential of the proposed algorithm for many other practical applications than face recognition.

Using our pixel-dependent subspace model, we could estimate the lighting for each pixel, which results in a 4-D incident light field for the lighting estimation. In the future, we will develop a robust scheme to handle the 4-D incident light field present in the input image. In addition, we would like to learn the spatial relationship between the pixels on the face and develop a region-based subspace model to further improve the robustness and the effectiveness of our approach.
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